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Welcome 
Welcome to the Harvard Center for Biological Imaging and our forth Tissue Clearing Workshop! 
Over the next three days we will investigate a number of techniques and concepts related to 
the field of tissue clearing. We will hear insights and technology updates from many of the 
leaders in the field and provide you with access to some of the most cutting-edge microscopy 
technologies available.  We hope you will leave this course with the confidence to use these 
techniques and imaging systems to the best of your abilities. 

We look forward to working with you and hope you enjoy your time here! 

Douglas Richardson Heather Brown-Harding Alex Lovely Linda Liang 

Director of Imaging Imaging Specialist Imaging Specialist Embedded Specialist 
HCBI HCBI HCBI HCBI/Zeiss 
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8:30 AM Registration Coffee Coffee

9:00 AM Welcome & 
Announcements Announcements

9:15 AM Jeff Lichtman Ed Boyden

9:45 AM Kwanghun Chung

Annoucements 

Adam Glaser 

Fabian Voigt Erin Diel

10:15 AM Coffee Break Coffee Break Coffee Break

10:30 AM Ya-chieh Hsu Doug Richardson

11:00 AM Ted Zwang Observation and discussion of 
samples from Clearing Lab

11:30 PM

Elizabeth Engle & 
Gabriela Carrillo 

Li Ye

David Wong-Campos, 
Nika Gvazava

Chetan Poudel + Soheila 
Sabouri +Charles Gora

12:00 PM Lunch Lunch Lunch Sponsored by 
Logos Biosystems

1:00 PM Clearing Lab Rotation #1 Rotation #5

2:00 PM Biological Labs      
Rms 5096 and 5088 Rotation #2 Rotation #6

3:00 PM Break Break

3:15 PM Rotation #3 Rotation #7

4:15 PM Rotation #4 Rotation #8

6:00 PM

Networking Dinner 
Sponsored by ZEISS

Harvard Faculty Club        
20 Quincy St, Cambridge
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Hands-on Groups
GROUP 1 GROUP 2 GROUP 3 
Taeyong Ahn Sara Lelek-Greskovic April Reedy 
Martina Krakora Compagno Adrienne Wells Xiaomeng Han 
Steven Zwick Benjamin Holmes Shabnam Ghiasvand 
Mandira Katuwal Andrew Stone Asier Marcos Vidal 
Gayani Senevirathne Michael Fernandes de Almeida Khadija El Jellas 
Reena Paink Mohammed Mahamdeh 

GROUP 4 GROUP 5 GROUP 6 
Charles Gora Manalee Surve Juan Tapia 
Felix Sigmund Christine Mirjam Molenda Diego Ramirez 
Jaime David Wong Campos Nikolai Hoermann Rachel Davis 
Eric Moult Nika Gvazava Alexis Franklin 
Soheila Sabouri Changwoo Seo Fadwa Joud 

GROUP 7 GROUP 8 
Chetan Poudel Aqua Asberry 
Zuri Sullivan Katie Shirley 
Wai-Man Chan Humbert Ibarra 
Dharmendra Puri Yifan Liu 
Gabby Carrillo Aniwat Juhong 
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52 Oxford 
Underground Parking

Northwest Building
B103 Lecture Hall (tues)

Microscope 
demos1st and 
2nd floors

Biolabs 1080 
Lecture Hall 
(mon, wed)

Biolabs 5088 
Wet Lab

Networking 
Dinner
Faculty Club,
20 Quincy St.

Important Locations

6



To Divinity Ave

M
en

’s 
Re

st
ro

om

Women’s Restroom

Rm 1039

Eleva
to

r

Stairs 

Leica
LifeCanvas

Bruker

FIRST FLOOR

Leica
LifeCanvas

Bruker

Lunch M/T
Rm 1065

Rm 1080
Lectures M/W

M
en

’s 
Re

st
ro

om

10
87

 L
un

ch
 W

BioLounge

7



To Divinity Ave

M
en

’s 
Re

st
ro

om
Women’s Restroom

Rm 2057

Rm 2041

Rm 2052

Eleva
to

r

Stairs to lecture hall

3i

Rm 2058C
Co�ee & Snacks

Software Rotation

SECOND FLOOR

Nikon

Zeiss Lightsheet7 LSM880AxioZoom

Software 
Rotation

Rm 2052B

8



9 

Tissue Clearing Protocols 

Please note: Some substances used in these protocols are highly 

toxic. Please take care to read MSDS data sheets and follow the 

suggested handling guidelines.  Also, ensure that all animal 

experimentation is approved by your local animal ethics panel. 
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Clearing modules

No published protocol exists that matches your tissue, label, and objective. Therefore, 

tissue clearing should be thought of as a series of modules, the correct selection of 

which will lead to a perfectly clear, labelled sample. Today we will practice the following 

common modules on a variety of different tissues: 

1) Decolorization/Bleaching

2) Decalcification

3) Delipidation

4) Refractive index matching

5) Expansion

We are performing these techniques in a “quick” manner for the purpose of 

demonstrating them to you in a short amount of time. Therefore, you should not 

consider this to be a direct comparison of the modules/techniques or an indication of 

their best possible performance. 

Please use caution and follow all outlined safety precautions, some of the 

chemicals used here are toxic/dangerous. 

Here is a quick description of each method, refer to the references 

above for more comprehensive protocols. 

Decolorization/Bleaching 

1) You will be provided with 4 pieces of fixed, pigmented tissue:

a. Groups 1-2: Octopus arm

b. Groups 3-4: Axolotl arm

c. Groups 5-6: Mouse kidney

d. Groups 7-8: Zebrafish

2) Each sample will be placed in one of the following solutions:

a. 20% v/v Quadrol/THEED (amino alcohol), 2% Triton X-100

b. 10% H2O2 (v/v) in PBS (chromophore oxidizer)

c. 10% H2O2 (v/v) in Methanol (chromophore oxidizer)

d. 15 wt% 1-methylimidazole in PBS (N-alkyl imidazole), 2% Triton X-100

Decalcification 

1) You will be provided with a mouse limb bone.

2) The sample will be transferred to 10% EDTA, 2% Triton X-100 in PBS.
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Delipidation 

1) You will be able to speak to Logos Biosystems and Life Canvas technologies about

hydrogel embedding and lipid extraction via detergent. A representative from

translucence can also speak to you about solvent-based solutions for delipidation.

2) You will be provided with a 1 mm thick mouse brain section that has been:

a. Groups 1 –4: Dehydrated in methanol.

b. Groups 5 - 8: Partially delipidated in 10% (w/v) CHAPS, followed by methanol

dehydration.

3) Samples a and b will be placed in dichloromethane (DCM) to remove lipid (2x, 1 hour

each).

Refractive Index Matching 

1) You will be provided with a 1 mm thick mouse brain section that has been hydrogel

embedded and delipidated in SDS. You will also use samples a or b from the

delipidation module.

2) Groups 1 – 4: Place the hydrogel embedded samples in 80% Glycerol (RI = 1.43)

Groups 5 – 8: Place the hydrogel embedded samples in Easy index (RI = 1.52)

3) Transfer your delipidation sample from DCM to Ethyl Cinnamate.

 Expansion 

1) You will be provided with a 200 µm thick brain section that has been embedded in an

acrylate gel.

2) You will incubate the sample with Proteinase K at 37 C for 2 hours.

3) You will place the sample in pure H2O.

Schedule/Plan 

1:30 – Lab safety discussion (Room 5096) 

1:40 – A modular approach to tissue clearing (Doug Richardson) (Room 5096) 

2:00 – Experiment #1 (Rooms 5088 and 5096) 

2:30 – Rotation #1 (Rooms 5088 and 5096) 

3:00 – Experiment #2 (Rooms 5088 and 5096) 

3:30 – Rotation #2 (Rooms 5088 and 5096) 

4:00 – Experiment #3 (Rooms 5088 and 5096) 

4:30 – Rotation #3 (Rooms 5088 and 5096) 
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5:00 – Experiment #4 (Rooms 5088 and 5096) 

5:30 – Rotation #4 (Rooms 5088 and 5096) 

5:45 – Wrap-up/discussion/clean up (Room 5096) 

2:00PM 

Experiment #1 (Groups 1-4 in Room 5096; Groups 5-8 in Room 5088) 

1) Delipidation – Transfer the Methanol dehydrated brain section (Groups 1-4) or the

CHAPS+Methanol dehydrated sample (Groups 5 –8) to DCM (use fume hood!!).

2) Expansion - Place ExM sample in Proteinase K solution and transfer to 37C incubator.

Rotation #1 

1) Groups 1, 2 – Logos Biosystem (Room 5088)

2) Groups 3, 4 – Life Canvas (Room 5096)

3) Groups 5, 6 – Translucence (Room 5088)

4) Group 7, 8 – Coffee Break (Room 2058C)

3:00PM 

Experiment #2 (Groups 1-4 in Room 5096; Groups 5-8 in Room 5088) 

1) Delipidation – Refresh the DCM on the methanol and CHAPS + methanol samples from

Experiment #1 (use fume hood!).

2) Decolorization/Bleaching - Locate and obtain 4 pieces of the correct pigmented

sample for your group:

Groups 1-2: Octopus arm 

Groups 3-4: Axolotl arm 

Groups 5-6: Mouse kidney 

Groups 7-8: Zebrafish 

Place each piece of tissue in one of the following solutions: 

20% v/v Quadrol/THEED (amino alcohol), 2% Triton X-100 

10% H2O2 (v/v) in PBS (chromophore oxidizer) 

10% H2O2 (v/v) in Methanol (chromophore oxidizer) 

15 wt% 1-methylimidazole in PBS (N-alkyl imidazole), 2% Triton X-100 

Rotation #2 

1) Group 3, 4 – Logos Biosystem (Room 5088)

2) Groups 5, 6 – Life Canvas (Room 5096)
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3) Groups 7, 8 – Translucence (Room 5088)

4) Groups 1, 2 – Coffee Break (Room 2058C)

4:00PM 

Experiment #3 (Groups 1-4 in Room 5096; Groups 5-7 in Room 5088) 

1) Refractive Index Matching (Solvent) - Transfer the brain slices in DCM to 5 mL Ethyl

Cinnamate (use fume hood!!). Immediately mix the sample by slow inversions and

continue to observe the sample for the next 5 minutes.

2) Refractive Index Matching (Aqueous) -Place one of the hydrogel embedded brain

samples that are currently in PBS into 80% glycerol (Groups 1-4) or EasyIndex (Groups

5-8). Again, rotate and observe for 5 minutes.

Rotation #3 

1) Group 5, 6 – Logos Biosystem (Room 5088)

2) Groups 7, 8 – Life Canvas (Room 5096)

3) Groups 1, 2 – Translucence (Room 5088)

4) Groups 3, 4 – Coffee Break (Room 2058C)

5:00PM 

Experiment #4 (Groups 1-4 in Room 5096; Groups 5-7 in Room 5088) 

1) Expansion - Retrieve the ExM sample from the incubator and transfer to a 6 cm petri dish.

Add distilled water to the petri dish and observe.

2) Decalcification – Place the bone sample into EDTA solution.

Rotation #4 

1) Group 7, 8 – Logos Biosystem (Room 5088)

2) Groups 1, 2 – Life Canvas (Room 5096)

3) Groups 3, 4 – Translucence (Room 5088)

4) Groups 5, 6 – Coffee Break (Room 2058C)

5:45 PM 

1) Questions/discussion (Room 5096)

2) Clean up (Rooms 5088 and 5096)



Imaging Rotations 

Bruker Leica LifeCanvas Nikon 
Zeiss 

Lightsheet 

Zeiss 
LSM900/ 

AxioZoom 

Software 
Show 

3i 

ROOM 1039 1039 1039 2041 2052 2052 
2052/ 
2058 

2057 

Tuesday January 23rd 

1:00PM Group 
1 

Group 2 Group 3 Group 4 Group 5 Group 6 Group 7 Group 8 

2:00PM Group 
8 

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7 

3:15PM Group 
7 

Group 8 Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 

4:15PM Group 
6 

Group 7 Group 8 Group 1 Group 2 Group 3 Group 4 Group 5 

Wednesday January 24th

1:00PM Group 
5 

Group 6 Group 7 Group 8 Group 1 Group 2 Group 3 Group 4 

2:00PM Group 
4 

Group 5 Group 6 Group 7 Group 8 Group 1 Group 2 Group 3 

3:15PM Group 
3 

Group 4 Group 5 Group 6 Group 7 Group 8 Group 1 Group 2 

4:15PM Group 
2 

Group 3 Group 4 Group 5 Group 6 Group 7 Group 8 Group 1 
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TCW 2024 Rotation #6 

LSM 880 RI mismatch lab instructions  

This tutorial will reinforce how spherical aberration induces axial distortion when imaging through a 
refractive index mismatched interface (as can often happen when imaging cleared tissue). If you look 
through the tissue clearing literature, you’ll see many “pancaked” images where researchers forget to 

correct for SA. For more information, see Diel et al., Nature Protocols, 2020. 

 

 

Let’s get started! 

1. You will be provided with a slide to which 2 um fluorescent beads have been absorbed to the 
surface. A coverslip has been placed ~ 100 um above the beads and a drop of immersion oil (RI = 
1.518) has been placed between the beads and the coverslip. We will try to image a field of view 
that contains beads in air and oil (air RI = 1.000 and oil RI = 1.518). See red box in figure below. 
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2. Make sure you are on the “LOCATE” tab and set up the Microscope Control Window as seen
here:

3. Focus on the sample and try to find an interface of air and the oil immersion fluid.
4. Turn on the fluorescence lamp to make sure there are green/yellow beads on the oil and air side of

the interface. 

5. Close the shutter and move to the “ACQUISITION” tab.
6. Click on the “Smart Setup button”
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7. Click on the small black down arrow below and to the left of the word “Color” (arrow in Figure 
3). A search box will appear. Type “488” and click on “Alexa Fluor 488” to add it to the 
experiment. 

 

8. On the next window, choose Fastest and click “Apply.” 
9. The imaging setup window should look something like the image below. Be sure to check the “T-

PMT” box. Can you trace the light path from the laser to both detectors? What do the different 
components do? Hint: Hovering the mouse over the toptop or clicking on components may help.  
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10. Next, we will setup the Acquisition mode window. Next to “Frame Size” click the “Optimal” 
button. The number of pixels you put into the image determines the resolution.  This is likely a 
large number.  Click on X*Y and select 1024 x1024. Why would we not want that many pixels? 
How have we affected the resolution of the microscope? Hint: You can see the effective pixel 
size in the “Scan Area” Region of this dialog window. 
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11. Change the “Speed” setting so that you have a dwell time of ~1 microsecond per pixel 
12. Set the “Averaging” to 2. Why would we want to average the image? 
13. Change the “Direction” setting to collect data in both directions (Bidirectional scan) 
14. Finally, let’s setup the “Channels” window.  These settings will be continually adjusted during 

the experiment.  
15. First, check that the 488 laser is set to 1% (1.0 in the software). 
16. Next, set the pinhole to 1 AU.  What does AU stand for?  
17. Ensure the gains are set low (usually <200 – some detectors will only go as low as 500, this is 

OK). 

 

1 
2 

3 

4

 
5
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18. We are now ready to image! 
19. Click the “Live” button (below Smart Setup) 

 

20. Click on the “Range Indicator” below the image window and slowly increase the “Master Gain” 
on the detectors until you see a DIM signal on the screen. 

21. Adjust your focus (there is a focus knob under the monitor) until you see as many beads as 
possible in focus.  Adjust your Master Gain so that there are only a few red (statured pixels) and 
that any areas outside the sample are blue (black or ‘0’ values pixels). (See image below) 
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22. Press the stop sign that now appears over the live button to end the scan. 
23. Press the “Snap” button. This will take a single image using the settings we selected in the 

“Acquisition Mode” window. 
24. Next, let’s add a reflection track so that we can see the bottom of the coverslip and the top of 

the microscope slide 
25. Turn on the Z-stack function 

 
26. Click the “+” button in the channels window and setup the Imaging setup and channels windows 

as shown below. 

 

1 
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27. Remove the checkmark from Track one and click “live” focus up and down until you see a bright 
reflection from the coverslip or slide.  You will only see this reflection on the air side of the 
air/oil interface (why?). Adjust you gain so that there is no saturation. 

28. Next let’s set the Z-range. 
29. The Z-stack window will have appeared below the channels window (click the blue bar to 

expand it) 

 

30. Turn on the live scan with track 2 (reflection) and focus to the coverslip or slide. In the Z-stack 
window, click “Set First” 

31. Focus to the other side of the sample and click “Set Last.” 
32. Stop the Live Scan. 
33. Click the Optimal button. Is this really the optimal Z-slice?  Should you make it larger or smaller? 
34. Click on “Track 1” 
35. Now click, “Start Experiment” 
36. The microscope should image the stack twice.  First it will image the transmitted light and 

fluorescent bead channels. Second, it will image the reflection channel. 
37. When the experiment is complete, save the file and open the Orthogonal viewer (“Ortho” 

button the right of image window). Are the beads all on the same Z-plane? 
38. Click the “3D” button to the left of the image to assist you in better determining this or perform 

a color-coded Z-projection (an instructor can aid you with this). 
39. Determine the distance between the two planes that the beads appear to be on (estimate the 

number of Z-slices in between each plane and multiply by the step-size. 
40. Does this match theory? Here is the original equation used to calculate the shift: 

SA shift = (nsample/nimmersion)objective movement 

41. This is an overestimate at high NA. A more accurate equation can be found in Diel et al., 2020. 

Proceed to the AxioZoom, it is also part of this rotation! 
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Harvard Center for Biological Imaging 
TCW 2020 AxioZoom Demo Instructions 

The AxioZoom is an all-around multi-use microscope. Here we will use the darkfield function to assess 
quality of clearing. Darkfield is essentially a measure of light scatter. Should well cleared samples appear 
bright or dark (answer on next page)? Be VERY careful when focusing, it is possible to crash the 
objectives into the stage!! If you are unsure of anything, or have questions along the way, please ask an 
instructor. 

Let’s get started! 

1. First, place an uncleared brain sample (from yesterday’s hands-on session) under the
microscope (1.0x objective).

2. If no one in your group is familiar with the AxioZoom, ask an instructor to quickly show you the
controls for focusing, zooming, and moving the stage.

3. Click on the “Acquisition” tab

4. Click on “Smart Setup”
5. Add a track by clicking the “+” button.  In the popup window, under contrasting methods, select

“TL Darkfield.”
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6. Close the “Add Dye or Contrasting Method“ window and click OK in the Smart Setup window. 

Darkfield allows for the quantitation of bent (scattered) light.  Light rays are directed out of the 
lamp in the base so that they will miss the objective.  This gives a black (dark) background. If the 
light passes through something that causes it to bend, it will be able to enter the objective and 
appear as a bright spot on the camera. Therefore, the dimmer an object is in darkfield, the better 
it was cleared. 

7. Check that the Axiocam_512_color camera is selected in the “Channels” window. Set the 
exposure time to 75 ms. 

 

8. Set the Transmitted light base to 85% brightness (Click on the blue square called “Darkfield” in 
the Imaging Setup window. 
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9. Check that the manual camera changer is pushed all the way in (ask an instructor)
10. Click “Live” and focus on the tissue.
11. Click “Snap” to take a picture. A thumbnail image will appear on the right. Click on the disk

underneath to save the image.  Save it in D:\Users\TCW2020\Group#
12. Now move to the iDISCO sample and repeat the measurement.  What do you notice?
13. Try the CLARITY and CUBIC samples as well.
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Module based clearing protocols for imaging demos 

Octopus Arm: 
Fixa�on 

1. Submerged in 3% (w/v) paraformaldehyde in PBS overnight at 4C
2. Washed 3x for 1 hour each with PBS

Pretreatments 

1. Decoloriza�on 1 – Incubated overnight in 10% (v/v) Quadrol in PBS

- Washed 3x for 1 hour each in PBS

2. Decoloriza�on 2 – Incubated overnight in 10% H2O2 in PBS

- Washed 3x for 1 hour each in PBS

3. Dehydra�on 1 – Dehydrated through a methanol gradient (20%, 40%, 60%, 80%, 100% in PBS;
30-60 mins each step)

4. Rehydra�on 1 – Reverse step 3

Labeling 

1. Primary an�body – Incubated sample for 3 days in primary an�body solu�on:
i. 0.2% (v/v) Triton X-100

ii. 5% (v/v) DMSO
iii. 2 µg/mL Primary an�body (Monoclonal An�-Tubulin, MilliporeSigma T6793)
iv. In PBS

- Washed 3x in large volume of PBS (30 mL). Changed solu�on 3x over 24 hours
2. Secondary an�body – Incubated sample for 3 days in primary an�body solu�on (in PBS):

i. 0.2% (v/v) Triton X-100
ii. 5% (v/v) DMSO

iii. 2 µg/mL Secondary an�body (An�-Mouse IgG (H+L) CF568, MilliporeSigma
SAB4600309)

- Washed 3x in large volume of PBS (30 mL). Changed solu�on 3x over 24 hours
3. Post-fix – Fixed sample in 3% PFA in PBS for 3 hours

- Washed 3x for 1 hour each with PBS

Delipida�on 

1. Dehydra�on 2 – Dehydrated through a methanol gradient (20%, 40%, 60%, 80%, 100% in PBS;
30-60 mins each step)

2. Delipida�on 1 – Delipidated sample in 100% DCM for 1 hour
3. Delipida�on 2 – Delipidated sample in 100% DCM un�l sample sunk to botom
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1. Placed sample in 100% Ethyl Cinnamate and incubated for a minimum of 12 hours before
imaging

7-day old mouse pup brain (subset of neurons GFP and mScarlet +ve):
Fixa�on 

1. Mouse was transcardially perfused with 20 mL PBS
2. Mouse was transcardially perfused with 10 mL 3% PFA in PBS
3. Brain was removed and submerged in 3% (w/v) paraformaldehyde in PBS overnight at 4C
4. Brain was washed 3x for 1 hour each with PBS

Pretreatments 

1. Decoloriza�on 1 – Incubated overnight in 5% (v/v) Quadrol in PBS

- Washed 3x for 1 hour each in PBS

2. Hydrogel Embedding 1  – Incubated overnight in hydrogel solu�on at 4C
i. 3% Paraformaldehyde

ii. 3% (w/v) Acrylamide
iii. 0.02% (w/v) Bisacrylamide
iv. 2.5 mg/mL VA044 Thermal Polymeriza�on Ini�ator

Made in PBS 

3. Hydrogel Embedding 2 – Polymerized gel under vacuum @ 37C for 3 hours
- Removed excess gel by rolling �ssue on paper towel
- Washed overnight in large volume of PBS (30 mL)

Delipida�on 

1. Delipida�on 1 - Passively delipidated sample in Logos ETC Solu�on for 24 hours
i. 4% SDS

ii. 2% Boric Acid
iii. pH 8.5 (adjusted with NaOH)

2. Delipida�on 2 – Delipidated sample in Logos ETC Buffer using X-CLARITY ETC chamber at 0.8 A
for 12 hours

3. Delipida�on 3 – Passively delipidated sample in Logos ETC Solu�on for 12 hours
- Washed overnight in large volume of PBS (30 mL) AT ROOM TEMP

Refrac�ve Index Matching 

1. RI Matching 1 - Placed sample in 5 mL of Easy Index RI = 1.52 solu�on from LifeCanvas overnight
2. RI Matching 2 – Placed sample in fresh 30 mL of Easy Index RI = 1.52 solu�on overnight
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1. DiI dye solu�on was prepared immediately prior to perfusion:
a. 1 mg DiI (CellTracker™ CM-DiI Dye, Product #C7001 ThermoFisher) was dissolved in 1 mL

pure ethanol
b. 200 uL of DiI/Ethanol solu�on was diluted in 10 mL of PBS supplemented with 5% (w/v)

glucose
2. Mouse was transcardially perfused with 20 mL PBS
3. Mouse was transcardially perfused with 10 mL DiI dye solu�on

Fixa�on 

1. Mouse was transcardially perfused with 10 mL 3% (w/v) PFA in PBS
2. Brain was removed and submerged in 3% PFA in PBS overnight at 4C
3. Brain was washed 3x for 1 hour each with PBS

Pretreatments 

1. Dehydra�on – Brain was dehydrated through a methanol gradient (20%, 40%, 60%, 80%, 100%
in PBS; 30-60 mins each step)

Delipida�on 

1. Delipida�on 1 – Delipidated sample in 100% DCM for 1 hour
2. Delipida�on 2 – Delipidated sample in 100% DCM un�l sample sunk to botom

Refrac�ve Index Matching 

3. RI Matching 1 - Placed sample in 30 mL of Ethyl Cinnamate

Adult axolotl (GFP neuron labeling): 
Fixa�on 

1. Axolotl was fixed with 3% PFA in PBS overnight
2. Washed 3x for 1 hour each with PBS

Pretreatments 

1. Decalcifica�on – Axolotl was decalcified in 15% 1-methylimidizole and 10% EDTA for minimum 4
days

- Washed overnight in large volume of PBS (30 mL)
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Adult mouse brain (vasculature labelling): 
Labelling 



2. Decoloriza�on – Axolotl was decolorized overnight in 20% Quadrol in PBS.
3. Dehydra�on – Axolotl was dehydrated through a tert-butanol gradient (20%, 40%, 60%, 80%,

100% in PBS; 30-60 mins each step)

Delipida�on 

3. Delipida�on 1 – Delipidated sample in 100% DCM for 1 hour
4. Delipida�on 2 – Delipidated sample in 100% DCM un�l sample sunk to botom

Refrac�ve Index Matching 

4. RI Matching 1 - Placed sample in 30 mL of  75% Ethyl Cinnamate + 25% PEG

Axolotl arms and tails: 
Fixa�on 

1. Axolotl was fixed with 3% PFA in PBS overnight
2. Washed 3x for 1 hour each with PBS

Pretreatments 

1. Decoloriza�on 1 – Incubated overnight in 10% H2O2 in PBS

- Washed 3x for 1 hour each in PBS

2. Hydrogel Embedding 1  – Incubated overnight in hydrogel solu�on at 4C
i. 3% Paraformaldehyde

ii. 3% (w/v) Acrylamide
iii. 0.02% (w/v) Bisacrylamide
iv. 2.5 mg/mL VA044 Thermal Polymeriza�on Ini�ator

Made in PBS 

3. Hydrogel Embedding 2 – Polymerized gel under vacuum @ 37C for 3 hours
- Removed excess gel by rolling �ssue on paper towel
- Washed overnight in large volume of PBS (30 mL)

Delipida�on 
1. Delipida�on 1 – Delipidated sample in Logos ETC Buffer using X-CLARITY ETC chamber at 0.8 A

for 24 hours
- Washed overnight in large volume of PBS (30 mL) AT ROOM TEMP

Labeling 

1. Primary an�body – Incubated sample for 3 days in primary an�body solu�on:
i. 0.2% (v/v) Triton X-100

ii. 5% (v/v) DMSO
iii. 2 µg/mL Primary an�body (Monoclonal An�-Tubulin, MilliporeSigma T6793)
iv. In PBS
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- Washed 3x in large volume of PBS (30 mL). Changed solu�on 3x over 24 hours

2. Secondary an�body – Incubated sample for 3 days in primary an�body solu�on (in PBS):
i. 0.2% (v/v) Triton X-100

ii. 5% (v/v) DMSO
iii. 2 µg/mL Secondary an�body (An�-Mouse IgG (H+L) CF568, MilliporeSigma

SAB4600309)
- Washed 3x in large volume of PBS (30 mL). Changed solu�on 3x over 24 hours

3. Post-fix – Fixed sample in 3% PFA in PBS for 3 hours
- Washed 3x for 1 hour each with PBS

Refrac�ve Index Matching 

1. RI Matching 1 - Placed sample in 5 mL of Easy Index RI = 1.52 solu�on from LifeCanvas overnight
2. RI Matching 2 – Placed sample in fresh 30 mL of Easy Index RI = 1.52 solu�on overnight
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Tissue clearing refers to a collection of techniques that 
render biological samples transparent. These techniques 
enable the deep imaging of large volumes of tissues using 
light microscopy approaches that are usually limited by 
the scattering of light by the tissue. Tissue clearing allows 
researchers to avoid time-consuming tissue sectioning 
approaches that can introduce artefacts and to examine 
biological tissues in their native, 3D state. Furthermore, 
light microscopy enables the use of individual-molecule 
labelling techniques and imaging at submicrometre spa-
tial resolutions, unlike traditional approaches for volume 
imaging such as MRI, computed tomography (CT) and 
ultrasound imaging.

Tissue clearing protocols facilitate the passage of 
light through a biological sample by minimizing the 
refractive index (RI) differences between components 
of the tissue1. In general, this requires the removal of  
lipids (RI 1.47) and replacement of intracellular 
and extracellular fluids (RI 1.35) with a solution of 
equivalent RI to the remaining protein constituents  
(RI >1.50). Despite this simple underlying principle, the  
design of a tissue clearing project can easily become 
complex and requires optimization of multiple var-
iables. Factors that should be considered include the 
need for retention of molecules of interest during 
processing (for example, proteins or mRNA), mainte-
nance of the structural integrity of the sample, con-
formational protection of endogenously expressed 
fluorescent proteins, enhanced porosity to allow for the 
diffusion of small-molecule or immunoglobulin labels, 

and preservation of the structure of relevant epitopes if 
immunolabelling.

Previous reviews have highlighted the basic physics1 
and chemistry2 behind tissue clearing and highlighted the 
promise of tissue clearing for the field of neuroscience3. 
This Primer instead focuses on the methodology for 
clearing various tissue types, the technologies for imaging 
cleared tissue and how to store and analyse image data. 
Specifically, the Primer enables a researcher to under-
stand the purpose of each step in a clearing protocol and 
assemble a clearing pipeline specifically designed for 
their sample. It discusses the advantages and disadvan-
tages of several imaging techniques and describes several 
common image analysis and quantification routines. This 
comprehensive description of clearing, imaging and data 
analysis aims to provide the necessary information for 
individual researchers to design simple clearing exper-
iments and also to guide institutional core facilities and 
commercial entities on how to clear samples at scale.

Experimentation
Historically, clearing techniques were assigned to one of 
two categories on the basis of the composition of their 
final clearing solution: solvent-based (hydrophobic) or 
aqueous-based (hydrophilic). Originally, solvent-based 
techniques were faster, provided a closer RI match to the 
delipidated, proteinaceous sample and shrunk the sam-
ple in size. Conversely, aqueous techniques better pre-
served the emission of fluorescent proteins (if present), 
retained biomolecules to a higher degree and expanded 
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samples in size. However, many of the original limita-
tions of each category have been addressed, and solvent 
and aqueous techniques have become nearly equiv-
alent4–6. In fact, it is now recognized that combining 
aqueous-based and solvent-based delipidation steps can 
be advantageous, and aqueous RI-matching solutions 
can be combined with solvent-based delipidation (and 
vice versa). Therefore, it no longer seems relevant to 
label techniques as aqueous-based or solvent-based but 
instead to view tissue clearing as a pipeline composed 
of several modules that can be mixed and matched. 
These modules are sample fixation, pre-treatment, 
delipidation, fluorescent labelling, RI matching and 
image acquisition and analysis (Fig. 1). Each clearing 
protocol must be customized to the sample type and 
the labelling method used, and the imaging modalities 
(such as microscopes) or IT infrastructure available to 
a researcher can influence the choice of clearing tech-
nique and inform the scale of the project. Below is an 
in-depth discussion of the various modules that can be 
combined to create a complete tissue clearing workflow, 
with details summarized in Table 1.

Sample choice
Many commonly studied biological tissues from a host of 
organisms have been shown to be compatible with tissue 
clearing approaches. Entire rodents have been cleared 
and imaged while intact7–11, as have several other model 
organisms including Drosophila12,13 and zebrafish14,15. 
Human tissues, including an entire human brain and 
kidney, have also been cleared successfully6. However, 
there are limitations to clearing and not all tissues clear 
equally well. For example, successful clearing of whole 
rodents usually requires the removal of the skin from 
the animal. Additionally, tissues with pigments (such 
as skin), calcification (bone) or extensive extracellular 
matrix and/or structural proteins (tumours and cardiac 
tissues) do not obtain the same level of clearing as tissues 
without these features.

Specific and bright fluorescent labelling is essential 
for imaging, regardless of the tissue. Small-molecule 
organic dyes, dye-conjugated antibodies and genetically 
encoded fluorescent proteins are commonly used labels. 
Small-molecule dyes can rapidly penetrate and label 
thick tissue, but are limited in their recognizable targets. 
Antibodies have the widest utility but have long labelling 
times and reproducibility issues owing to batch-to-batch 
variation. Genetically encoded fluorescent proteins may 
label a higher percentage of target molecules and allow 
labelling of specific cell types16. Viral expression of fluo-
rescent proteins avoids the complex molecular biology of 
stably introducing a transgene to a tissue and can achieve 
high levels of fluorescence emission depending on virus 
titre, serotype and choice of promoter17,18. However, 
care must be taken as many fluorophores are suscepti-
ble to bleaching with hydrogen peroxide, and fluores-
cent protein emission can be quenched by dehydration  
(see below).

Finally, it is important to match the final size of the 
sample to available imaging systems and data storage 
capacity. It is of note that cleared samples that are mil-
limetres or centimetres in size can exceed the working 
distance of many microscope objectives and can produce 
terabytes of data.

Fixation
Fixation of tissue is always required before clearing to 
avoid excessive loss of target biomolecules or tissue 
integrity. Fixing covalently crosslinks proteins and/or 
nucleic acids in the tissue to preserve the mechanical 
integrity and biomolecular architecture of the tissue. 
Fixation is a balancing act; if fixation is too weak, the 
tissue will not withstand chemical treatments in later 
clearing steps. Conversely, over-fixation can result in fix-
ative molecules blocking access to the epitopes required 
for fluorescent labelling.

The degree of fixation is determined by the concen-
tration of the fixative and the amount of time the tissue  
spends immersed in it. The most commonly used  
tissue fixative is paraformaldehyde (PFA), which cros
slinks the tissue’s biomolecules by reacting with amine 
groups on proteins and nucleic acids. PFA is usually used 
at a concentration of 3–4% w/v in phosphate-buffered 
saline (PBS). PFA diffuses rapidly into tissue, making  
it a good molecule for quickly and uniformly fixing  
samples >500 µm in diameter. Glutaraldehyde (GA) 
can be used as an alternative to PFA; although it is 
chemically similar, it reacts with biomolecular amine 
groups more quickly, resulting in more intermolec-
ular covalent crosslinking and enhanced tissue fixa-
tion19. However, as GA is a larger molecule than PFA, 
diffusion into tissues is slower, leading to non-uniform 
tissue preservation. To address issues caused by dif-
fusion, the SWITCH method can be used20. In this 
method, inactivated GA molecules diffuse through the 
sample in a low-pH ‘OFF’ buffer, and once the GA 
molecules are uniformly distributed, the tissue is trans-
ferred to a neutral pH ‘ON’ buffer to initiate fixation.  
Using this protocol, GA was demonstrated to provide 
improvements in biomolecular preservation (3–5% 
protein loss) over PFA tissues (30–40% protein loss)20. 
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GA-preserved tissues exhibit high autofluorescence in 
the 500–600 nm range21 and retain mRNA molecules 
less well than PFA, and therefore GA is most suitable 
for strengthening delicate tissues or retaining poorly 
expressed proteins if imaging proteins in downstream 
imaging pipelines.

Chemical crosslinks formed by aldehyde fixatives 
can block antibody access to epitopes and reduce the 
effectiveness of downstream immunostaining (see 
below). Enzymatic digestion and/or high heat and pres-
sure treatment is routinely used to permeabilize tissue, 
reduce aldehyde crosslinks and restore antibody acces-
sibility in thin histology sections — a process referred 
to as antigen retrieval. However, applying these treat-
ments to intact tissue is detrimental to its integrity. 
Interestingly, a combination of detergent, solvent and 
mild heat has been shown to have an antigen retrieval 
effect when included in a tissue clearing protocol 
(FLASH, see ref.12).

Using polyepoxide molecules as fixatives, such as 
polyglycerol-3-polyglycidyl ether (P3PE), enables a high 
degree of intermolecular and intramolecular crosslinking 
for several biomolecules. Use of P3PE in the SHIELD pro-
tocol produces tissue that is more rigid and mechanically 
stable than tissue fixed with PFA or GA4. Additionally, this 
fixation method produces cleared tissue with significantly 
higher protein retention, mRNA retention and fluorescent 
protein emission than GA-fixed or PFA-fixed tissue. P3PE 
concentrations can be adjusted between 2% and 20% w/v, 
with epitope availability, chemical penetrability and label 
penetrability enhanced at low concentrations and pro-
tein preservation, mRNA preservation and tissue rigidity 
enhanced at high concentrations. In addition to the above 
fixation methods, 1-ethyl-3-(3-dimethylaminopropyl)
carbodiimide (EDC) hydrochloride has shown utility  
for fixing genetic material in place4.

It is best to evaluate several fixation protocols, includ-
ing various concentrations and durations of each fixative, 

Labelling

Delipidation

Fixation

Optional
pre-treatments

• Decolourization, pigment bleaching and autofluorescence quenching
• Dehydration (if using solvents for delipidation or RI matching)
• Decalcification (if whole animals or bone)
• Decolourization (if whole animals/highly pigmented tissue)
• Hydrogel embedding (for enhanced tissue stability, biomolecule retention or 

sample expansion)

RI matching

Expanded samples:
aqueous, RI = 1.33–1.47

Imaging and data analysis

Dehydrated samples:
solvent, RI > 1.55

Passive Active

SolventDetergent ETCDetergent + solvent

Antibody
Nanobody

(single-domain antibody) Dye molecule

Hydrated samples:
aqueous, RI ~1.52

HO

O

OH

O

O

N
SC

Fig. 1 | An overview of the components of a tissue clearing experiment. Tissue clearing workflows are numerous, 
making them difficult to summarize. However, workflows can be defined as a series of modules (fixation, pre-treatment, 
delipidation, labelling and refractive index (RI) matching), in which each module can be customized to suit the tissue that 
is to be cleared. Multiple modules must be combined to clear large organoids, organs and whole animals, whereas small 
samples (<0.5 mm) may only require a RI-matching step. Blue shading indicates that samples are immersed in polar, water- 
based, aqueous solutions whereas red shading indicates samples are in less polar or non-polar solvent. Expanded samples 
are hyperhydrated and grow in size, whereas dehydrated samples commonly shrink. ETC, electrophoretic tissue clearing.

Autofluorescence
Fluorescence that arises from 
endogenous fluorescent 
molecules contained within a 
biological specimen. Can also 
be introduced exogenously 
(that is, some hydrogels 
autofluoresce).
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Table 1 | Tissue clearing modules

Modules and reagents Indications for use Required 
equipment

Additional considerations Originating 
protocol

Fixation (1–12 h) 

Paraformaldehyde (PFA) General fixation protocol None Concentration and timing require 
optimization

Scale173, 
CLARITY33

Glutaraldehyde (GA) Used to retain low-abundance 
biomolecules

Used to stabilize fragile  
tissues

None Concentration and timing require 
optimization

Often combined with PFA

SWITCH20

Polyglycerol-3-polyglycidyl 
ether (P3PE)

Used to retain low-abundance 
biomolecules

Used to stabilize fragile tissues

Used to preserve fluorescent 
protein emission

Used to retain mRNA

None High protein and mRNA fixation 
efficiency

SHIELD4

1-ethyl-3-(3-d
imethylaminopropyl)
carbodiimide (EDC) 
hydrochloride

Used to retain mRNA None High mRNA fixation efficiency

Poor protein fixation efficiency

STARmap174

Sodium dodecyl sulfate (SDS), 
urea, borate and heat

Used for antigen retrieval Oven May enhance antibody staining

Concentration of reagents and 
incubation length should be carefully 
determined

CLARITY33, 
FLASH12

Decolourization (5–24 h) 

Amino alcohols (such as THEED) Used for tissues that contain 
pigments such as kidney, 
liver, spleen and muscle 
(haem); skin (melanin); brain 
(lipofuscin)

None Used to remove haem from blood 
(haemoglobin) and muscle (myoglobin)

CUBIC24, 
FlyClear13

N-alkyl imidazole None Effective at haem removal CUBIC25

N-methyl diethanolamine 
(NMDEA)

None Effective at haem removal SHANEL6

Bleaching by hydrogen 
peroxide

None Widely effective across many pigments

Can cause tissue damage if left too long 
or used at too high a concentration

iDISCO47

Quenching autofluorescence (12–24 h) 

Photobleaching with 
high-intensity light

Used when tissues have high 
autofluorescence (human 
brain)

LED array inside 
refrigeration unit

Broadband white light is most effective

Will bleach genetically encoded 
fluorescent proteins

ELAST31, 
multispectral 
LED array30

Use of red and far-red 
fluorophores

Antibody-conjugated 
fluorescent dyes

Use dyes with emission at wavelengths 
>600 nm

iDISCO47

Hydrogel embedding (12–24 h) 

Acrylamide, bis-acrylamide 
and PFA

Used to retain low-expression 
biomolecules

Used to stabilize fragile tissues

Used to retain mRNA

Required when performing 
tissue expansion

Heat block under 
vacuum

Best for retention of mRNA and 
low-expression proteins

Gel density can be adjusted to promote 
clearing and labelling (less dense) or 
biomolecule retention (more dense)

CLARITY33, 
PACT/PARS34

Acrylamide Heat block under 
vacuum

Acrylamide is polymerized in the 
absence of crosslinking molecules 
(bis-acrylamide), creating a  
stretchable gel

ELAST31

Acrylamide, acrylate, protein 
enzymes, detergents and 
imidazole

Incubator Hydrogels can expand many-fold when 
placed in pure water (or an imidazole 
solution in the case of CUBIC-X)

ExM35, ProExM36, 
MAP37, 
CUBIC-X38, 
iExM39

Decalcification (12 h–3 weeks) 

EDTA and imidazole Required when clearing tissue 
containing calcified bone

None Used to remove calcification in tissue CUBIC-B25, 
PEGASOS42, 
PACT-deCAL43, 
bone CLARITY44, 
vDISCO45
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to determine which best retains your targets of interest 
while still allowing for sufficient and timely clearing. For 
example, thicker or denser tissues may require use of 
the SWITCH method coupled with relatively low fixa-
tive concentrations to enable uniform fixation within a  
reasonable amount of time.

Optional pre-treatments
Preparing a cleared sample most often involves remov-
ing lipids from the sample and placing it in a solution 
matched to the RI of the remaining tissue components 
(usually protein, RI >1.5). Refractive index matching 
alone may be adequate for clearing thin (<0.2 mm), 
non-pigmented samples; however, most tissues require 
additional processing. The pre-treatment steps below are 
optional. Some are needed for specific tissue types, while 
others have a more general application. Experimentation 
on smaller samples is advised to identify which are  
necessary for a particular tissue of interest.

Decolourization. Many tissues contain natural endoge-
nous pigments that can absorb light and prevent effective 
clearing and imaging, and in large tissue volumes even 
sparse pigments are obstacles to acquiring high-contrast 
images2,3,10,22. Haem is the most abundant chromophore 
found throughout tissues and is associated with hae-
moglobin and myoglobin pigments found in the blood 
and muscles, respectively. Blood can be removed after 
an animal is sacrificed by transcardial perfusion of large 
volumes of isotonic buffer; however, perfusion with PBS 
alone is insufficient to remove all haem from blood-rich 
and muscle-rich tissues such as the kidney, heart, mus-
cle and liver. Extensive chemical screening has identified 
that amino alcohols effectively elute haem from both 
blood and muscle23; these chemicals (specifically N,N,N′,
N′-tetrakis(2-hydroxypropyl)ethylenediamine (THEED; 
also known as Quadrol)) also assist in lipid extraction, 
are compatible with fluorescent proteins and are a key 
component in the CUBIC tissue clearing protocols11,24. 

Modules and reagents Indications for use Required 
equipment

Additional considerations Originating 
protocol

Delipidation (1 h–3 days) 

By solvent Required to clear any tissue 
>0.2 mm thick

None Tissue must first be dehydrated with 
tetrahydrofuran (THF) or alcohol

If tissue contains fluorescent 
proteins, dehydrating solutions 
must be maintained at 4 °C and pH 
>9.0. Consider supplementing with: 
butylated hydroxytoluene or THEED 
and polyethylene glycol (PEG)

Complete delipidation requires 
additional incubation in 
dichloromethane (DCM)

fDISCO49, 
sDISCO50, 
uDISCO9, 
a-uDISCO52, 
FluoClearBABB51, 
PEGASOS42

By detergent Optional: 
electrophoretic 
tissue clearing (ETC) 
device

Most common detergents: SDS,  
Triton X-100, CHAPS

Degree of clearing increased by 
alkaline pH, increased temperature  
and increased incubation time

CLARITY33, 
PACT-PARS34, 
CUBIC23

By solvent and detergent None Must be performed sequentially Adipo-Clear57, 
SHANEL6

Refractive index matching (1 h–2 days) 

In solvent Required for all tissue clearing 
experiments

None Commonly used solvents: BABB, 
dibenzyl ether (DBE) and ethyl 
cinnamate

If tissue contains fluorescent proteins, 
a pH >9.0 should be maintained. 
Consider supplementing with 
triethylamine, THEED, dl-α-tocopherol, 
propyl gallate, DPE or PEG

RI should be ~1.56

sDISCO50, 
uDISCO9, 
PEGASOS42

In aqueous solution None Commonly used reagents are 
antipyrine and nicotinamide; 
N-methylacetamide and Histodenz;  
or TDE, DMSO and iohexol

RI should be ~1.52

CUBIC70, Ce3D, 
ELAST31

With expansion None Use pure water with RI 1.33 
(ExM, ProExM, iExM, MAP) or 5% 
imidazole/55% antipyrine with RI 1.467 
(CUBIC-X) solutions for RI matching

ExM35, ProExM36, 
MAP37, 
CUBIC-X38, 
iExM39

BABB, benzyl alcohol benzyl benzoate; CHAPS, 3-[(3-cholamidopropyl)dimethylammonio]-1-propanesulfonate; DMSO, dimethyl sulfoxide; DPE, diphenyl ether; 
EDTA, ethylenediaminetetraacetic acid; LED, light-emitting diode; RI, refractive index; TDE, 2,2-thiodiethanol; THEED, N,N,N′,N′-tetrakis(2-hydroxypropyl)
ethylenediamine.

Table 1 (cont.) | Tissue clearing modules
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The amino alcohol N-methyldiethanolamine (NMDEA), 
in conjunction with 3-[(3-cholamidopropyl)dimethyl-
ammonio]-1-propanesulfonate (CHAPS) detergent can 
effectively remove haem while permeabilizing and delip-
idating tissue6. N-alkylimidazole also has high utility for 
haem elution25. Killed animals can be perfused with any of 
these haem-solvating chemicals, or individual tissues —  
including human tissue — can be incubated with them 
after dissection.

Additional endogenous chromophores may be pres-
ent depending on the tissue. Pigments of the compound 
eye such as pteridine and ommochrome and melanin 
in skin can be particularly difficult to remove. THEED 
has been shown to be effective at removing pigments of 
the compound fly eye while preserving green fluorescent 
protein (GFP) and mCherry emission (FlyClear13).

A more generalized method for decolourization is to 
break the chemical bonds of pigments using peroxides, 
a process often referred to as bleaching15,26–29. Bleaching 
gives powerful decolourization performance, although 
it requires optimization of the peroxide concentration 
and treatment duration to avoid excessive damage to the  
tissue. Furthermore, as peroxide treatment destroys 
the central chromophore of fluorescent proteins and 
bleaches some organic dye molecules, downstream 
immunostaining is required to visualize quenched flu-
orescent proteins, and any fluorescent labelling must be 
carried out after the bleaching step.

Quenching autofluorescence. Autofluorescence can 
decrease the signal to noise ratio (SNR) and reduce 
contrast when imaging. To avoid this, samples can be 
photobleached to eliminate autofluorescence before 
staining. Photobleaching can be accomplished by expos-
ing the tissue to broadband light for an extended period; 
for example, exposure using a custom device contain-
ing broadband visible light-emitting diodes (LEDs) in a 
cold room for up to 3 days can reduce autofluorescence 
in thick tissue samples30,31 (the cold room prevents tissue 
from overheating and degrading). A key disadvantage to 
this method is the need for immunostaining, as geneti-
cally encoded fluorescent proteins will be photobleached. 
A more common and efficient method to overcome 
autofluorescence is to select red and far-red dyes that 
fluoresce outside the 500–600 nm range within which 
most autofluorescence occurs. If red and far-red dyes 
are selected, autofluorescence in the 500–550 nm range 
can be imaged to derive useful information, for example, 
to identify anatomical structures or register the dataset 
against other samples or atlases (see Results section).

Hydrogel embedding. Hydrogel embedding techniques 
were originally developed to improve the mechano-
chemical properties of fixed tissue over standard PFA 
fixation. Hydrogel embedding technologies for tissue 
clearing employ the polymerization of monomer solu-
tions containing varying compositions of acrylamide 
(AA), sodium acrylate (SA) and bis-acrylamide (Bis) 
molecules to generate polyacrylamide (pAAm) meshes 
that physically or chemically fix biomolecules in place. 
In recent years, researchers have harnessed the unique 
properties of hydrogels — such as their expandability 

and elasticity — to further enhance the applications of 
hydrogel embedding technologies. The fundamental 
principles and novel methods in tissue–hydrogel trans-
formation technologies are covered in-depth in a recent 
review paper on the subject32.

CLARITY was the first widely used hydrogel embed-
ding technique33. CLARITY and its variants covalently 
anchor endogenous tissue biomolecules to a pAAm 
mesh that is generated from AA, PFA and Bis (Fig. 2). 
Bis serves to chemically crosslink separate acrylamide 
chains to form the pAAm mesh, while PFA serves to 
crosslink tissue molecules to the mesh and decrease 
protein loss. Bis and PFA can be excluded from the 
monomer solution to increase pore size for enhanced 
clearing and immunostaining, with a reduction in  
mechanochemical preservation and stability34.

More recently, the elastic properties of pAAm hydro-
gels have been harnessed to increase the toughness of 
hydrogel-embedded tissue in a process called ELAST31. 
By significantly decreasing the Bis crosslinker concen-
tration, more physical entanglement and less covalent 
crosslinking of long pAAm chains occurs. This decreases 
the rigidity and brittleness of the resulting tissue–gel, 
making it reversibly stretchable and more resistant to 
wear and tear when handled.

Certain hydrogels, such as the pAAm gels used in 
CLARITY, polymerize best when maintained in an 
oxygen-free environment, and their polymerization 
is often activated by a temperature-sensitive initiator. 
Custom (or commercial) equipment can be used to per-
form these steps; for example, a basic set-up involves 
placing a conical tube or plate warmer inside a vacuum 
chamber. The samples are placed under vacuum before 
heating the sample to 37 °C for approximately 3 h.

Another interesting property of hydrogels is their 
ability to expand. These expansion properties have been 
harnessed to physically expand hydrogel-embedded  
tissue–gels and thus increase the achievable spatial res-
olution of conventional light microscopy35. Although 
expansion occurs during the final RI-matching step, the 
fixed tissue must first be embedded in a polyacrylamide– 
polyacrylate gel that will later facilitate expansion in each 
dimension. Additionally, protein digestion or denatur-
ation is required to permit final tissue expansion. This 
has been achieved using proteinase K (ExM35), LysC 
(Pro-ExM36), sodium dodecyl sulfate (SDS) (MAP37) or 
imidazole (CUBIC-X38). LysC, SDS and Triton X-100 
are now the preferred strategies as these reagents are the 
least destructive to tissue and better preserve biomole-
cules for post-expansion labelling36–38. Recent protocols 
expand tissue up to 20× (iExM39) and allow for fine  
tuning of the degree of expansion (ZOOM40).

Decalcification. The clearing of limbs or whole vertebrates 
requires the decalcification of bone, as calcified bone is a 
strong light scatterer2,3,10,22. Between 50% and 70% of bone 
consists of carbonated hydroxyapatite (HAp) crystals dis-
tributed throughout a collagen matrix. Elution of calcium 
ions from HAp reduces light scattering and renders bony 
material transparent. Decalcification can be performed by 
submerging the sample in an acidic solution (as illustrated 
by the classic classroom experiment in which immersing 
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an egg in vinegar renders the shell transparent); however, 
this causes substantial soft tissue damage. Neutral buff-
ered saline solutions that contain the calcium ion chelator 
ethylenediaminetetraacetic acid (EDTA) are preferred41, 
and EDTA has been used in many tissue clearing meth-
ods, including CUBIC-B25, PEGASOS42, PACT-deCAL43, 
bone CLARITY44 and vDISCO45. Interestingly, imidazole 

may further enhance the decalcifying and clearing effects 
of EDTA on bone tissue25.

Delipidation
Removing lipids (delipidation) is crucial for successful 
tissue clearing as lipids act as an optical barrier to light 
and a physical barrier to fluorescent probe delivery. 
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Fig. 2 | Concept of hydrogel embedding. a | Tissue biomolecules are fixed 
chemically or physically to a hydrogel mesh generated in situ, and then cell 
membranes are removed during delipidation to enable chemical transport 
and optical transparency. b  | In CLARITY hydrogel embedding, 
paraformaldehyde (PFA, red), bis-acrylamide (Bis, yellow) and acrylamide 
(green) are used to covalently link the primary amines of proteins and 
nucleic acids to a polyacrylamide hydrogel mesh generated through free 

radical polymerization. Free radical generation and subsequent 
polymerization is initiated by the chemical VA044 when it is warmed to a 
temperature of 37 °C. c | The pore size, expandability, transparency and 
biomechanical stability of a tissue–hydrogel can be modulated on the  
basis of delipidation temperature and the concentrations of the sodium 
dodecyl sulfate (SDS) delipidation detergent, the PFA fixative and the Bis 
crosslinker.
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Delipidation can be performed using solvents, deter-
gents or a combination of the two, and can be achieved 
passively or with the aid of an electrical field (Fig. 3). 
Delipidation of hydrogel-embedded samples is primarily 
performed with detergents in aqueous buffer to prevent 
dehydration of the gel.

Solvent-based delipidation. Solvent-based delipidation 
involves submersion of the tissue in a series of solutions 
(Fig. 3). First, an initial dehydration step serves to perme-
abilize cell membranes, initiate some lipid solvation and 
enhance tissue bleaching if the final dehydrating agent is 
combined with peroxides46,47. Dehydration is performed 
by moving the tissue through solutions with an increasing 
concentration of a water-miscible organic solvent. This 
process can cause tissue shrinkage, although increasing 
the number of steps in the gradient can minimize this 
effect and better preserve morphology46. Preservation of 
nominal sample size and morphology is often essential 
for registration to an anatomical atlas (see below).

Historically, tetrahydrofuran (THF), ethanol or 
methanol have been used for dehydration, although 
these reagents have notable disadvantages. Rapid dehy-
dration using THF can cause unwanted morpholog-
ical changes46. Furthermore, tissues with a high lipid 
content do not clear well when dehydrated with etha-
nol as it does not have the same delipidating effect as 
methanol or THF (see below)48. Similarly, dehydrating 
tissues with THF, ethanol or methanol will quench 
fluorescent proteins, as removing water molecules 
from the chromophore of fluorescent proteins causes 

a conformational change that eliminates fluorescence 
emission. Methanol and ethanol quench fluorescent pro-
teins within hours46–48. Fluorescence can be maintained 
in THF for a few days if the pH remains above 9.0 (as in  
fDISCO49), dehydration and clearing is performed at 
4 °C (fDISCO49) and/or by adding butylated hydroxy-
toluene (sDISCO50). Because of this quenching effect, 
THF, ethanol and methanol are rarely used to clear tis-
sues expressing fluorescent proteins and these tissues are 
instead best dehydrated using 1-propanol or tert-butanol 
(FluoClearBABB51). If tert-butanol dehydration is per-
formed step-wise (uDISCO9), in alkaline conditions 
(a-uDISCO52) or mixed with THEED and polyethylene 
glycol (PEGASOS42), GFP fluorescence can be preserved 
for longer than a month. Methanol, ethanol and THF 
are still used for dehydration of tissues that are stable 
in organic solvents. Methanol, ethanol and THF pro-
vide the strongest dehydration and delipidation effects, 
which is important for achieving large tissue transpar-
ency. Tissue dehydration can affect the interactions of 
antibodies with their epitopes, either enhancing or pre-
venting binding, and this effect must be independently 
tested for each novel antibody used47.

All the dehydrating agents described above perform 
some degree of delipidation. However, this is not suffi-
cient to produce a well-cleared final sample. Therefore, 
an additional incubation in dichloromethane (DCM) — a 
water-immiscible solvent — is performed to complete lipid 
removal from the tissue53,54. DCM induces the creation of 
inverse lipid micelles, which diffuse out of the tissue (Fig. 4). 
Owing to the high immiscibility of water in DCM, care 
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Pre-treatment:
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(required)
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Active molecules Methodology
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DCM incubation × 2
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Fig. 3 | Protocols for delipidation. A summary of methods for delipidating tissue using the most common detergents  
and solvents. The methodology example represents clearing of a murine brain. CHAPS, 3-((3-cholamidopropyl) 
dimethylammonio)-1-propanesulfonate; DCM, dichloromethane; SDS, sodium dodecyl sulfate; THF, tetrahydrofuran.
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must be taken to ensure that all water has been removed 
from the sample before submerging it in this solvent.

Detergent-based delipidation for aqueous-based 
clearing. As fixation is performed in aqueous buff-
ers supplemented with fixative, these samples can be 
directly delipidated using detergents (Fig. 3). The most 
commonly used detergents are SDS, Triton X-100 
and CHAPS. Detergents act by disrupting lipid bilay-
ers and forming micelles that can be transported out 
of the tissue (Fig. 4). Alkaline pH, higher temperature 

and longer incubations can all enhance the degree of 
detergent-based delipidation and result in more chem-
ically and optically permeable tissue. Delipidation 
buffers generally contain 4%–10% detergent and are 
incubated at or above room temperature to prevent the 
solution from becoming supersaturated. Incubation can 
take from hours to months depending on the tissue type, 
size, method of micelle removal and the desired level of 
clearing5,6,11,24,25,33,55,56.

Detergents other than SDS and Triton X-100 have been 
used for delipidation, including sodium lauryl sulfate 
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Fig. 4 | Mechanisms of delipidation. a | The long non-polar tails of ionic 
detergents such as sodium dodecyl sulfate (SDS) or Triton X-100 intercalate 
with membrane lipids. If the detergent concentration is high enough,  
large micelles will form consisting of detergent and membrane lipids.  
b | Intercalation of membrane lipids by ionic detergents can occur in the 
presence of a hydrogel mesh. c | The hydrophobic moiety of zwitterionic 
detergents such as 3-((3-cholamidopropyl)dimethylammonio)-1- 

propanesulfonate (CHAPS) embed into the top of the plasma membrane. If 
the detergent concentration is high enough, small micelles will  
form. d | When tissues are transitioned from an aqueous liquid (polar)  
to a solvent (non-polar), membrane lipids form reverse micelles in which 
their non-polar tails are oriented towards the surrounding solvent 
environment. In all situations, micelles migrate out of the tissue and are 
washed away.
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(SLS) in the CLARITY33 workflow, sodium dodecylben-
zene sulfonate in CUBIC-HL25, Tween-20 in FocusClear1 
and 1,2-hexandiol25. CHAPS (used in the SHANEL work-
flow6) has also shown utility in very large samples as it 
generates smaller micelles than other detergents, which 
can diffuse out of the tissue more quickly (Fig. 4).

Combined solvent and detergent delipidation. 
Physiological lipids have varying levels of polarity. Some 
lipids are better removed by detergents, others are bet-
ter extracted through dehydration and delipidation by 
solvents. Lipid-rich tissues can therefore benefit from 
the use of both detergents and solvents for delipidation 
(Fig. 3). Adipose tissue, for example, can be delipified by 
first incubating with 0.1% (v/v) Triton X-100 followed 
by a methanol dehydration and further lipid extraction 
with DCM, as shown in the Adipo-Clear57 workflow. 
Likewise, insufficient delipidation by ethanol and DCM 
can be compensated for through an initial incubation 
with CHAPS, a strategy used in the SHANEL6 workflow.

Delipidation using electrical fields. The speed of delip-
idation in large, thick tissue samples is limited by the 
rate that SDS and lipid micelles diffuse in and out of 
the sample, respectively. This rate can be increased using 
electrical fields (Fig. 3). Unidirectional electrical fields 
were first used for this task33 and are now implemented 
in many commercial electrophoretic tissue clearing 
(ETC) devices. ETC devices can speed delipidation dra-
matically, accomplishing in a day what can take weeks 
by passive diffusion; however, unidirectional electrical 
fields can produce unequal lipid extraction, as lipid 
micelles nearest the anode are forced to traverse through 
the entire sample. This differential delipidation, along 
with the electrical force exerted on the tissue, can cause 
malformation of the tissue during the ETC process. 
A more efficient way to delipidate a sample is to use a 
rotating electrical field or rotate the sample within a uni-
directional field. This process, referred to as stochastic 
electrotransport, enhances the diffusion of highly elec-
tromobile species such as lipid micelles, while keeping 
species with low electromobility such as other tissue bio-
molecules relatively stationary58. Hydrogel embedding, 
and crosslinking of biomolecules of interest to the gel are 
requirements for ETC to maintain tissue stability and to 
retain electromobile molecules of interest. The original 
publications contain design suggestions for ETC33 and 
stochastic electrotransport58 hardware and both can now 
be purchased commercially.

Labelling
Extracting biologically meaningful information from 
transparent tissues requires specific and uniform flu-
orescent staining of target molecules such as nucleic 
acids or proteins. Small-molecule dyes such as the 
nuclear dyes DAPI (4′,6-diamidino-2-phenylindole), 
propidium iodide, RedDot2 and SYTO3,24,33,42 and 
membrane-integrating dyes such as fixable DiI can 
diffuse or be perfused through biological tissue. Other 
fluorescent dyes can be targeted to molecules of interest 
using short peptide tags59 or antibodies. Passive diffu-
sion of small molecules and antibodies is slow and the 

diffusion timescale correlates quadratically with the tis-
sue thickness; when staining tissue at the organ scale, it 
can take days for the label to completely permeate to the 
core of the tissue60.

There are many well-documented variables that 
need to be optimized for any immunostaining protocol, 
including fixation conditions, antibody concentrations, 
temperature and time61. These optimizations are best 
carried out on thin (~200 µm) tissue sections and imaged 
on a confocal microscope to ensure complete penetra-
tion through to the middle of the section. Canonical 
labelling with antibodies requires the use of two large 
molecules: a primary antibody that recognizes the 
molecular target and a secondary antibody that carries 
the fluorophore24,45,47. Labelling with multiple primary 
antibodies creates further complication, as the optimal 
conditions for each antibody may be different. Once 
uniform staining of a thin section has been established, 
the antibody concentrations can likely stay the same for 
thicker tissue, and the volume of antibody solution is 
increased. Each antibody also has a unique rate of dena-
turation that increases with temperature. Highly unsta-
ble antibodies must be incubated at lower temperatures 
and replenished if staining protocols last multiple days.

The largest barrier to scaling up an immunolabel-
ling protocol is that the combination of the slow move-
ment and high affinity of the antibody label results in 
the aggregation of the antibody at the surface of the 
sample5. Below, we outline several methods to prevent 
surface aggregation by reducing the distance the label 
must travel or temporarily manipulating its affinity for 
its target. Together, these methods permit more rapid 
and homogeneous labelling of large, cleared tissues.

Reduce sample size. The simplest method to improve 
labelling speed is to reduce the size of the sample. 
Before initiating a clearing experiment, the tissue 
should be trimmed as small as possible. Dehydration 
can decrease sample volume by up to 60% if used, with 
the rate that the tissue is dehydrated influencing the 
level of shrinking. Some researchers have embraced 
this shrinking effect to allow more rapid labelling and 
imaging9. It should be noted that shrinking the sample 
will also decrease the achievable resolution when imag-
ing as some components of the tissue will have moved 
closer than the diffraction limit of a light microscope62. 
Reversible shrinkage can be exploited to speed up the 
labelling process; if a tissue is infiltrated with a tough 
and elastic hydrogel, the sample can be reversibly com-
pressed to one-sixth of its original size31. Labelling can be 
performed in the compressed state, decreasing the dis-
tance that molecular labels must diffuse to their targets. 
Similarly, high-ionic-strength solutions can be used to 
temporarily shrink non-elastic tissue during the staining 
process5. If reversible shrinkage is used for labelling, the 
sample is returned to its original size before imaging to 
avoid compromising the final image resolution.

Reduce label size. Smaller labels can diffuse more 
quickly through a tissue and the use of small-molecule 
fluorescent dyes with affinity for specific molecular 
targets is advantageous over antibodies when possible. 
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Nanobodies (~15 kDa) are one-tenth the size of a con-
ventional antibody (~150 kDa) and show high tissue 
penetration and high thermal and/or chemical stability; 
these labelled single-variable-domain antibodies from 
Camelidae or shark species63 have been shown to rap-
idly diffuse through fixed and cleared tissue, decreas-
ing labelling time up to fivefold45,60 over antibodies. 
Although labelling with nanobodies is fast, it should be 
noted it can also result in a relatively dim fluorescent 
signal. Standard immunolabelling protocols use poly-
clonal secondary antibodies, which can bind at multiple 
regions of a single primary antibody, thereby amplifying 
the fluorescence signal. Nanobody labelling is a single 
step process in which only one nanobody binds to each 
biomolecule of interest; therefore, no signal amplifi-
cation occurs. Additionally, commercially available 
nanobodies are still limited to a small range of targets, 
although this range is rapidly increasing.

Increase porosity. Lipid membranes in biological tissue 
prevent the diffusion of imaging agents, and immuno-
labelling is therefore often performed after delipidation. 
However, certain pre-treatment or delipidation steps 
may deplete or alter the target of interest, requiring 
immunolabelling to be performed first. In addition to 
delipidation by detergents6,23,33,34,64 or solvents6, weak 
fixation65, partial protein digestion5,65–67 or increasing 
the pore size of hydrogels can improve label diffusion34. 
Furthermore, it is possible to harness the natural poros-
ity of tissue for label delivery; for example, transcardial 
perfusion of fluorescent labels during pre-treatment is 
an excellent method for labelling whole animals11,34,45. 
Unfortunately, this perfusion technique is technically 
demanding and requires large amounts of label.

Manipulate label affinity. The binding affinity of flu-
orescent labels can be manipulated to allow them to 
diffuse freely throughout the tissue before their bind-
ing properties are reactivated in a way analogous to the 
SWITCH method described above. For ionic bonding 
stains such as nuclear stains, high salt concentrations 
can be used to inhibit binding until homogeneous tissue 
distribution is achieved5,23. Alternatively, antibody bind-
ing can be temporarily inhibited (‘turned off ’) by intro-
ducing urea, THEED or SDS to a physiological buffer 
solution, or increasing the temperature or pH5,20,23,55. 
Once the antibody has distributed itself throughout the 
tissue, the tissue is returned to the standard buffer solu-
tion and binding will be activated (‘turned on’). Careful 
optimization of solute concentration, temperature and 
pH is required if using this technique, as antibodies can 
undergo irreversible denaturation and lose their bind-
ing capability when exposed to the above conditions. 
Changes in temperature and antibody concentration 
and/or the addition of THEED or urea appear to affect 
antibody penetration. Conversely, changes to salt and 
detergent concentrations tend to influence binding 
efficiency5,23,55. Finally, use of primary and secondary 
antibody complexes — pre-formed by co-incubating 
these antibodies before applying them to the sample — 
requires only a single diffusion event and results in a 
twofold decrease in labelling time.

Apply an outside force. Certain fluorescent dyes and 
antibodies are electromobile, and stochastic electro-
transport can be used to increase the speed at which 
these labels move through a cleared tissue sample20,58. 
When a SWITCH method is combined with stochastic 
electrotransport, multiple, rapid rounds of labelling can 
be performed. This methodology (eFLASH20) enables a 
highly multiplexed approach to investigating cleared tis-
sues, whereby tens of target molecules can be investigated 
in a single sample instead of the standard three or four. 
A custom (now commercially available) active immuno-
labelling device is needed to speed labelling; the device 
consists of a sample chamber across which an electrical 
field can be applied and the sample or the electrical field 
rotated. Active cooling is required to prevent heat dam-
age to the sample. Another option to further increase the 
labelling speed is to focus the electrical field by adding 
magnets to the sides of the sample chamber. This tech-
nique, referred to as electromagnetic focused immuno-
histochemistry (EFIC) or magnetohydrodynamic force 
(MDH), drives the labels into the tissue and prevents 
them from flowing around the outside of the tissue68,69.

Refractive index matching
The last step of any clearing protocol involves immersing 
the sample in a final clearing solution. This solution must 
match the RI of the remaining biological components  
— primarily protein — and be miscible with the solu-
tions used before it. The optimal RI for final clearing 
should be 1.50–1.60 to best match the remaining pro-
tein in the sample after delipidation (with an exception 
for expanded samples, see below). Care must be taken 
to ensure that fluorescent labels are compatible with the 
chosen solution. Post-fixation in 4% PFA may be required 
to better retain antibody labels, although this will pre-
vent de-staining and is therefore incompatible with 
multi-round labelling. A wide variety of solutions have 
been used and are categorized as aqueous based or sol-
vent based; formerly, aqueous solutions better preserved 
fluorescent protein emissions, whereas solvents better 
cleared tissue owing to their higher RI. These differences 
are much less pronounced owing to recent advances.

Aqueous-based solutions. Many hydrophilic tissue clear-
ing reagents have been reported, from simple sugars such  
as sucrose and fructose to advanced chemistries  
such as the medical grade gastrointestinal imaging rea-
gent iohexol2,3,10,22. RI-matching solutions must achieve 
an RI of 1.50–1.60 in non-expanded samples; however, 
owing to solubility limitations in water, many aqueous 
solutions of these reagents can only reach an RI of ~1.45. 
A new generation of aqueous solutions are now avail-
able that can match the clearing potential of solvents; 
these use high-RI chemicals that have high solubility in 
water, including antipyrine–nicotinamide (CUBIC-R70, 
RI 1.52–1.54), N-methylacetamide–histodenz (Ce3D71,  
RI 1.50) and 2,2-thiodiethanol (TDE)–dimethyl  
sulfoxide (DMSO)–iohexol (dPROTOS31, RI 1.52).

It should be noted that the expansion or contraction 
of a sample will affect its RI. Aqueously cleared samples 
do not contract and therefore do not require as high an RI 
for their final clearing solution (RI ~1.52) as dehydrated 
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solvent cleared samples (RI ~1.56). In the most extreme 
examples, in which hydrogel-embedded tissues are 
expanded 4–20 times, the sample is primarily composed 
of water and has an RI near 1.33; no specialized clearing 
solution is needed for these types of expansion method.

Solvent-based solutions. If samples have been dehy-
drated and delipidated in solvents, the remaining tissue 
can be rendered optically transparent by impregnating 
it with an additional high-RI solvent. Formerly, this has 
included benzyl alcohol–benzyl benzoate (BABB) or 
dibenzyl ether (DBE)53,54. Like the dehydrating solutions 
described above, BABB and DBE can quench fluoro-
phores contained in the sample. Several approaches can 
improve fluorescent protein preservation during BABB 
or DBE incubation, including maintaining a basic pH 
by supplementing the final clearing solution with tri-
ethylamine51 or THEED42 and preventing peroxide for-
mation by adding dl-α-tocopherol9 or propyl gallate50. 
Additional fluorescent protein preservation has been 
achieved through the incorporation of diphenyl ether 
(DPE9) or poly(ethylene glycol) methyl ether meth-
acrylate (PEGMMA42). Supplementing BABB and DBE 
with the fluorescent protein protectants described above 
can preserve fluorescence emission for weeks to months 
in the cleared tissue8,42,50,51.

The toxicity of solvents, particularly BABB, remains 
a concern for some researchers and multi-user core 
facilities where cleared samples are often imaged. Ethyl 
cinnamate and TDE are less toxic alternatives that can be 
used to clear tissue. Ethyl cinnamate has shown equiv-
alent clearing effects and prolonged fluorescent pro-
tein emission relative to BABB and DBE when clearing 
mouse organs72. A 97% TDE water solution results in a 
RI similar to those of BABB and DBE; however, many 
fluorescent dyes become unstable in TDE at this concen-
tration73–75. Therefore, TDE is better suited to increase 
the RI of aqueous clearing solutions when used at  
concentrations below 70% (v/v) as described above.

Imaging
Cleared tissue samples require imaging techniques capa-
ble of optical sectioning over scales of millimetres to 
centimetres. Some technologies, such as confocal micros-
copy and two-photon microscopy, are widely accessible 
in individual labs and institutional core facilities whereas 
others, such as light-sheet microscopy and optical pro-
jection tomography, are more limited. Additional com-
ponents such as special objectives or sample holders may 
also be required.

Table 2 displays a comparison of several microscope 
modalities commonly used for imaging cleared tissue 
samples.

Point-scanning and spinning disc confocal micro-
scopes are the most widely available optical sectioning 
microscopes. Upright point-scanning confocal micro-
scopes equipped with high numerical aperture, long 
working distance dipping objectives produce the highest 
quality images of cleared tissue. Inverted point-scanning 
confocal microscopes are limited in imaging depth and 
resolution (Table 2) owing to the need to use long work-
ing distance air objectives that cause sample-induced 
spherical aberrations when imaging thick, cleared tis-
sues76. Spinning disc microscopes allow fast acquisition 
of 3D volumes, but quickly experience a loss of confo-
cality as they image deeper into tissue and are often opti-
mized for use with high-numerical aperture objectives 
with working distances of less than 200 µm. Two-photon 
excitation is advantageous for imaging cleared tissue as 
it can extend the imaging depth over standard confo-
cal microscopy for less optimally cleared samples and 
eliminates out-of-plane photobleaching when imaging 
large axial volumes. Unfortunately, both point-scanning 
confocal and two-photon microscopes are slow and can 
require tens of seconds to image a single field of view, 
and imaging samples greater than 1–3 mm3 in size 
requires a faster approach.

Light-sheet microscopes have quickly become 
the preferred system for imaging cleared tissue. This  

Table 2 | Microscopy options for imaging cleared tissue

Microscopy 
technique

Best for Not for use with Speed Numerical aperture 
rangea

Approximate 
resolution 
(lateral, axial)b

Availability

Spinning disc 
confocal

Samples <100 µm 
thick

Fast imaging

Samples >200 μm (when 
disc optimized for high 
numerical aperture)

Fast Up to 1.4 (for <200 µm 
working distance oil 
immersion objectives)

250 nm, 400 nm High

Point-scanning 
confocal (inverted)

Samples <2 mm thick

Subcellular resolution

Samples prone to 
bleaching

Slow Up to 0.5 (for long-distance 
air objectives)

700 nm, 4 µm High

Point-scanning 
confocal (upright)

Samples <6 mm thick

Subcellular resolution

Samples prone to 
bleaching

Slow Up to 1.1 with dipping 
objectives

300 nm, 750 nm High

Two-photon 
(upright)

Samples <6 mm thick

Subcellular resolution

Multicolour (>2) imaging Slowest Up to 1.1 with dipping 
objectives

300 nm, 750 nm High

Light sheet Samples <6 cm thick

Cellular resolution

High resolution/
subcellular imaging

Fastest Below 0.5 (for low 
magnification air objectives)

700 nm, 5 µm Lower

Optical projection 
tomography

Samples <5 mm thick

Isotropic imaging

High resolution/
subcellular imaging

Fast Below 0.1 (for low 
magnification air objectives)

3 µm, 3 µm Lowest

aHigher numerical aperture values achieve better resolution. bAssumes emission light at a wavelength of 550 nm; calculated at highest numerical aperture for each 
modality.

Dipping objectives
Objective lenses that are 
designed to be submerged into 
a liquid. Dipping objectives are 
found on upright microscopes, 
and samples are mounted 
without a coverslip.
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is primarily owing to their speed, which arises from 
the perpendicular orientation of the excitation and 
detection objectives. Cleared tissues are well suited 
to light-sheet microscopy as the lack of scattering 
inside the tissue allows light sheets to be stably pro-
jected through the tissue, and the emitted fluores-
cence can traverse large spans of tissue to the detection 
objective without scattering. Light-sheet systems 
can be optimized for high-resolution imaging using  
short, thin excitation sheets or lattice light sheets, 
although these configurations have steric hindrances 
that prevent the imaging of cleared tissue greater 
than 100–200 µm in size. Systems can be optimized 
for larger samples using long, thick excitation sheets 
and low-resolution (numerical aperture <0.5), 
large-field-of-view detection objectives (for example, 
the ultramicroscope48), where the light sheet (5–10 μm) 
determines the thickness of the optical section. 
Whenever we refer to light-sheet microscopy in this 
Primer, we refer specifically to these high-capacity 
systems, which can image a cm3 volume in minutes to 
hours depending on the desired resolution and sample 
properties.

Optical projection tomography (OPT) can also 
be used for imaging cleared samples. By rotating the 
sample during imaging, OPT can achieve isotropic  
spatial resolution. OPT achieves a lower lateral and higher 
axial resolution than light-sheet or confocal microscopes 
using similar optics. Imaging can be accomplished in 
minutes to hours if the sample fits in a single field of 
view. A limitation of OPT is that the sample cannot be 
larger than a few millimetres in each dimension. OPT 
has primarily been used for imaging small vertebrate 
embryos and intact rodent organs that fit these dimen-
sions and only require low-resolution imaging (cellular 
resolution at best)77,78.

Objectives. Two categories of detection objectives 
are used for imaging cleared tissue: clearing-specific, 
high-numerical aperture dipping objectives and 
low-numerical aperture air objectives. The decision 
of which objective to select is sample independent 
and solely based on the imaging system used and the 
level of resolution required. Dipping objectives are 
primarily used on upright point-scanning confocal or 
multi-photon microscopes and are also to be found 
in certain light-sheet designs. Dipping objectives for 
cleared tissue imaging optimally have a high numerical 
aperture (>0.9), long working distance (>5 mm), low 
magnification (<25×) and correction collars to allow 
imaging in solutions of varying RI. These objectives 
enable subcellular resolution imaging. Low-numerical 
aperture air objectives are more commonly used on 
light-sheet systems and are not recommended for use 
with confocal or multi-photon microscopes as they have 
poor axial resolution and suffer from sample-induced 
spherical aberration. Preventing sample-induced spher-
ical aberration requires methods that ensure the path 
length that light travels through air is constant at all axial 
positions, for example, by fixing objectives in place and 
translating the sample or placing a dipping cap over the 
objective76.

Data handling
Tissue clearing experiments, especially when performed 
at scale, produce large amounts of data. For simple exper-
iments such as imaging single fields of view in tissues 
<500 µm thick, the microscope’s acquisition computer or 
a standard desktop will suffice. However, imaging intact 
organs or animals is data intensive and can require exten-
sive IT investment. Whereas confocal and multi-photon 
microscopes produce 5–10 GB of data per hour per colour 
channel, light-sheet microscopes can produce hundreds 
of gigabytes of data per hour; indeed, a single sample 
labelled with two or three fluorophores and imaged using 
light-sheet microscopy can produce more than a terabyte 
of data. Researchers aiming to perform large-scale or 
high-throughput imaging of cleared tissue must carefully 
consider their IT infrastructure to account for these high 
rates of data production, and it should be noted that the 
investment in IT infrastructure could equal or exceed 
the costs associated with purchasing the imaging system 
itself. The first consideration is whether to procure local 
or cloud storage. If a local data centre exists, expanding its 
storage capacity may be more cost effective than renting 
cloud space. Network upgrades may also be needed as the 
transfer of datasets hundreds of gigabytes to terabytes in  
size is prohibitively slow over a standard 1 Gbit s−1 net-
work; 10 Gbit s−1 or higher speeds are preferred. Installing 
microscopes, data storage and workstations in close phys-
ical proximity — preferably on the same network switch —  
will increase transfer speeds and aid in network stability. 
If renting cloud storage, researchers may need to pur-
chase dedicated bandwidth between their location and 
the cloud storage server to ensure uploads occur at prac-
tical speeds. It is essential to consider the data output of 
tissue clearing experiments from the early planning stages  
and ensure that adequate IT infrastructure exists.

Results
At the completion of a tissue clearing experiment, a 
researcher can expect to obtain a sample through which 
a fluorescence microscope can image beyond the stand-
ard limit of 50–100 µm imposed by light scatter. How 
much deeper will be a function of the tissue composition 
and the clearing protocol. It is common for large cleared 
tissues to retain a yellow tint owing to the continued 
absorption of blue and near-UV light by the remaining 
protein in the sample (Fig. 5) and a lack of this yellow col-
our in large samples may even indicate a loss of protein 
during the clearing process. The most common qualita-
tive method for determining the effectiveness of clearing 
is to place the tissue over printed text and attempt to read 
the words below. A transilluminator with text or a grid 
printed on a transparent film can allow for better view-
ing. A more quantitative approach is to remove a >1 mm 
section of cleared tissue and view it under a dark-field 
microscope; when compared with uncleared tissue, the 
cleared tissue should not be visible under dark-field illu-
mination owing to lack of light scatter. The most quanti-
tative method is to analyse proton concentration across a 
sample using MRI; again, the less contrast that is visible, 
the better cleared the tissue is79.

The integration of tissue clearing and high-resolution 
light-sheet microscopy has enabled the volumetric 

Lattice light sheets
Light sheets that are formed 
using a specialized interference 
pattern that results in the 
projection of thin beams of 
excitation light into a sample, 
which are rapidly dithered to 
form the light sheet.

Steric hindrances
Refers to the inability to mount 
a sample on a microscope 
when the working distance  
of the objective is shorter than 
the thinnest dimension of the 
sample.

Optical section
An image of a 2D plane within  
a 3D object that is derived by 
optical, rather than mechanical, 
means.

Isotropic spatial resolution
Refers to specialized light 
microscopy techniques that 
produce an identical lateral 
and axial resolution.

Network switch
A computer network hardware 
device that allows multiple 
computers to communicate.
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visualization of large biological specimens while simul-
taneously creating challenges for the subsequent assess-
ment of cellular content. Analysis of cleared tissue 
imaging data can be intensive and time consuming by 
eye and requires image analysis routines, algorithms and 
software. Many open source and commercial tools now 
exist in this space. Some general software tools capable of 
handling large data files include the BigDataBrowser for 
Fiji/ImageJ80, Napari, Arivis Vision4D, Imaris and Aivia. 
Data analysis routines for cleared tissue follow five basic 
steps: correction of imaging-induced artefacts; filtering 
to improve contrast; segmentation of objects and assess-
ment of segmentation accuracy; registration to anatom-
ical atlases (optional); and quantitative measurements 
of segmented objects. Quantitative measurements can 
take several forms, including object counting, volume 
measurements, distance measurements, determination 
of colocalization and tracing of filamentous objects such 
as neurons and blood vessels. We discuss these steps 
in more detail below, along with details of specialized  
software tools for each.

Image stitching
Cleared samples will exceed the field of view of most 
imaging systems. Therefore, imaging of the entire tis-
sue requires the acquisition of multiple Z-stack ‘tiles’ 
that must be fused together by image stitching. During 
stitching, neighbouring tiles are translated horizontally 
and vertically until a best fit is found within overlapping 
regions of the tiles; it is therefore important to acquire 
each tile with an overlap of 5–10% with all neighbour-
ing views. This approach serves to correct two common 
artefacts: the misalignment of objects that cross tile 
boundaries (caused by sample movement or non-perfect 
stage translation) and the inhomogeneity of signal inten-
sity across the field of view81,82. Several software tools  
are available for stitching including the BigStitcher for 
Fiji/ImageJ83, Arivis Vision4D and Imaris.

Correction of sample-induced artefacts
The two most common imaging artefacts associated 
with imaging cleared tissue are spherical and chromatic 
aberration. Spherical aberration occurs when light rays 
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Fig. 5 | Examples of the clearing process. a | Four pieces of mouse  
skeletal muscle at various stages of the clearing process. From left to  
right: muscle extracted from the mouse and fixed in paraformaldehyde 
(PFA); muscle tissue extracted from a mouse that was transcardially perfused 
with phosphate-buffered saline (PBS) and hydrogel embedded; muscle 
tissue passively delipidated for 4 days in sodium dodecyl sulfate (SDS)–boric 
acid; muscle tissue that has been refractive index (RI) matched in an aqueous 
solution of RI 1.47. b | Mouse brains cleared using the CLARITY process.  

Left: hydrogel-embedded sample. Centre: sample that has been delipidated 
using active electrophoretic tissue clearing (ETC) for 24 h. Right: sample 
after RI matching in a 1.47 RI solution for 48 h. c | 2 mm-thick coronal human 
brain hemisphere slabs after formalin banking. Left: slab before clearing. 
Right: the same sample after ELAST tissue transformation and RI matching. 
Scale bars, 1 cm. d | Mouse whole-organ clearing using the CUBIC process 
and nuclear staining with propidium iodide. RI matching was performed 
using the CUBIC-R+ (N) protocol (RI 1.522). Scale bars, 5 mm.
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striking the outer portion of a spherical lens do not focus 
to the same point on the optical axis as the rays that enter 
at the centre of the lens. Spherical aberration in fluores-
cence microscopes manifests as a dim, blurry and axi-
ally compressed image. Chromatic aberration occurs if 
different wavelengths of light fail to focus at the same 
point of the optical axis. This is the result of light passing 
through a material with high dispersion and in a fluores-
cent image manifests as a shift of each colour channel —  
most obvious axially — relative to one another. 
Microscope objectives contain several lens elements 
that together reduce spherical and chromatic aberration; 
however, these lens elements are selected assuming that 
only immersion and mounting media with specified 
RI and dispersion values will be used (usually those of 
water, 80% glycerol or oil). If a clearing solution does 
not exactly match the RI and dispersion values speci-
fied in the objective’s design, sample-induced spherical 
and chromatic aberrations are produced76. Spherical 
aberration can be avoided by using an objective specif-
ically calibrated to the RI and dispersion of the clearing 
solution (see Objectives, above), fixing the objectives in 
place and translating the sample through the clearing 
solution, installing a dipping cap over the front lens of 
the detection objective or using software (available from 
certain microscope manufacturers or a recent tutorial 
for correcting spherical abberation76) to correct the 
axial distortion after acquisition. Chromatic aberration 
in the axial dimension can be corrected by identifying 
a fiducial marker (such as a broadband autofluorescent 
structure or a position where all fluorophores colocalize) 
and obtaining a short Z-stack from which the axial shift 
of this singular object can be calculated for each colour 
channel. Z-stacks for each colour channel can then be 
offset (confocal) or the beam of a light-sheet microscope 
can be shifted axially for each colour channel according 
to this calculation. Alternatively, channel registration 
software can be used to correct chromatic aberration 
after acquisition using a similar approach. If several fidu-
cial markers can be identified, the program can automat-
ically calculate the required axial shift and realign the 
dataset. Post-processing has the advantage of correcting 
for lateral chromatic aberrations as well. If the dataset 
does not contain easily identifiable objects, a tissue phan-
tom comprised of agarose and a sparse concentration 
(1–30 per field of view) of 200 nm broadband fluores-
cent or gold beads submerged in the final RI-matching 
medium of choice can be used. The required channel 
offset is identified by imaging the phantom and then 
applied to the dataset set through the hardware or soft-
ware methods described above. Fluorescent beads (such 
as TetraSpeck from ThermoFisher) are preferred; how-
ever, they are unstable in most solvents, necessitating the 
use of gold beads.

Filtering to improve contrast
Microscopy data are inherently noisy and this noise 
determines how successfully objects of interest can 
be segmented and analysed in automated routines. 
Therefore, some degree of filtering is often required 
before segmentation. Because cleared tissue datasets 
are large, it is important to select filtering techniques 

with the least computational burden. A simple median 
filter with a diameter (in pixels) set to the same size as 
the objects of interest in the dataset is often sufficient. 
Where a median filter is insufficient or the data were 
acquired with low-numerical aperture objectives via 
confocal microscopy or thick light sheets, deconvolu-
tion may be required to eliminate out-of-focus light and 
improve optical sectioning. Nearly all open source and 
commercial image analysis software packages offer these 
methods.

Segmentation of objects
Segmentation refers to the grouping of pixels or voxels 
from a dataset into objects. Once defined, these objects 
can be 3D rendered free of background noise or meas-
ured in numerous ways to obtain quantitative data. The 
simplest method for segmentation is to choose a sin-
gle intensity threshold and count all pixels above that 
value as being part of one or more objects. Any pixels 
below this threshold are considered background. When 
applied to an entire image, this method is referred to 
as global thresholding and can be performed using 
the open source9,46 and commercial software45,84 pack-
ages described above to segment objects in cleared tis-
sue volumes. The most common object segmented in 
cleared tissue is nuclei. In most tissues, nuclei are spaced 
far enough apart to permit highly accurate segmenta-
tion even when general nuclear stains that label all cells 
are used7,22. Figure 6 displays an example of single-cell 
counting in several different mouse organs, which were 
cleared with the CUBIC-R+ protocol and imaged by 
light-sheet microscopy; here, more than 75 million cells 
are identified in each organ by using a 3D Hessian-based 
difference of Gaussian algorithm24. The accuracy of 
nuclear segmentation can be further improved by label-
ling only a subset of cells, which can also produce bio-
logically relevant insights when linked to a physiological 
read-out such as identification of active neurons (via 
Fos staining) after providing a stimulus to an animal46. 
Segmentation of individual cell bodies labelled with 
cytoplasm- or membrane-expressed fluorescent proteins 
is also possible if the fluorophore is sparsely expressed17.

Global thresholding is difficult to perform in large 
cleared tissue as the SNR can vary dramatically from 
region to region within the sample, making selection 
of a single intensity volume that can accurately separate 
signal from noise impossible. In recent years, the appli-
cation of machine learning-based algorithms to segment 
objects of interest in microscopy images has provided 
robust methodologies for cellular profiling85. At least two 
studies have shown that machine learning algorithms 
are superior to global thresholding when used to detect, 
segment and quantify cells in large cleared tissues6,86.

Quality control for automated segmentation. It is impos-
sible for a human to assess the accuracy of segmentation 
by eye throughout a whole dataset. However, it is pos-
sible to perform quality control on portions of a dataset 
to infer the overall accuracy. For example, a researcher 
could count sparse objects by eye within multiple, small, 
representative regions throughout the sample. The 
automated segmentation algorithm can then be run on 

Dispersion
A measure of the change in 
refractive index relative to  
the wavelength of light passing 
through a substance. If a 
substance has high dispersion, 
it means blue light and red  
light will refract differently 
when passing through it.
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the same regions and the results compared. Counting 
by eye quickly becomes impossible as objects become 
denser and ‘by hand’ segmentation can be used, where a 
researcher makes annotations on each object on sequen-
tial 2D planes by circling or painting with a mouse or pen 
that are then combined into 3D objects. Again, a series of 
smaller regions are annotated by hand, counted, and the 
results are compared with those obtained by automated 
segmentation. All open source and commercial software 
programs identified above have annotation functionality. 
Automated segmentation should be >90% accurate and 
preferably >95% accurate when compared with by-eye 
or by-hand methods.

When approaching machine learning for the first 
time, a researcher should determine whether pre-trained 
algorithms already exist for their structure of interest (for 
example, StarDist87 for detecting nuclei). Owing to the 
unique labelling patterns of individual experiments, it is 
likely that such resources will not be available and in these 
cases, multiple user-friendly options exist for training 
machine learning algorithms using the annotate-by-hand 
approach described above, including Trainable Weka 
Segmentation (ImageJ/Fiji), ilastik, Intellisis (Zeiss), 
Vision4D (Arivis) and Aivia. When using these types of 
painting approach for training, it is important to paint the 
edges of objects so that the algorithm is trained using pix-
els at object boundaries. At least two objects, or classes, 
must be trained: ‘Object1’ and background. It should 
be noted that many of these software packages are not 
compatible with the large datasets obtained by imaging 
cleared tissue, and custom coding is often required. First, 
training data must be established by manual annotation, 
as described above,86 or by creating synthetic training 
data that mimic the structural features to be imaged88.  

Enough training data must be produced so that a por-
tion can be reserved to test the ability of the algorithm 
to achieve satisfactory results with data it has not seen 
previously. Secondly, a machine learning approach must 
be chosen. Random forests are the simplest approach and 
require the least computing power, although they are 
less flexible than complicated neural networks89. In this 
approach, the only parameter to set is the number of deci-
sion trees, with more decision trees improving the perfor-
mance of the model but requiring additional computing 
power and processing time. Neural networks require 
in-depth understanding to correctly design their architec-
ture including the number of layers, number of neurons 
in each layer, activation functions and initialization rates; 
therefore, an equal or greater number of hyperparameters 
must also be set for the training algorithm85,90. Therefore, 
customized neural networks should only be attempted 
by those with expertise in deep learning, and proper test-
ing is essential. A good algorithm can correctly identify 
objects chosen at random from the training data with few 
false positives and few false negatives; that is, its preci-
sion (correct annotation rate among all the annotations 
it made) and its recall (correct annotation rate among all 
the elements in the dataset that should have been dis-
covered) are high. Although the manual annotation step 
can be time consuming, it is a worthwhile investment. 
A well-established algorithm facilitates the 3D analysis 
of large specimens, leading to a better understanding of 
various biological and biomedical questions86,88.

Quantitative measurements of segmented objects. 
Quantitative measurements performed in cleared tissue 
are similar to those performed in volumetric images of 
non-cleared tissue, although all measurements must 
be performed in three dimensions and the size of the 
dataset can cause an analysis routine to exceed the max-
imum capacity of many current image analysis software 
programs.

The least computationally complex and most- 
performed quantitation of 3D imaging data from cleared 
tissue is object counting. Once objects have been seg-
mented (although this is not a requirement), they can 
easily be counted by scanning the dataset for areas of 
intensity maxima. Objects that are easily counted include 
nuclei23,46 and sparsely labelled cell bodies17. Volume 
measurements are easily calculated if the x, y and z 
dimensions of a voxel are known, and this information 
is often contained in the metadata of the image file and 
automatically read by most image analysis software; the 
volume of an object can be calculated as the number of 
voxels in the object multiplied by the volume of the voxel. 
Several distance measurements can also be performed;  
for example, the centre of mass for each object can be 
identified and a region-growing technique — in which 
a virtual sphere is extended pixel by pixel until the 
sphere contacts the next nearest centre of mass — can be  
used to measure the distance between objects in a sam-
ple91. If two or more fluorescent labels are used, the 
region-growing technique can be specified to detect 
only objects in another channel, providing a read-out 
of the distance between different molecules of interest. 
In cleared tissue, colocalization measurements usually 
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Fig. 6 | Whole-organ cell profiling using the latest CUBIC-L/R+ protocol. 
Volume-rendered and single-plane images of mouse organs of 8-week-old C57BL/6N 
male mice that were cleared using CUBIC-L/R+. The organs were stained with propidium 
iodide (PI) and individual cells were detected using a custom machine learning, 
GPU-based cell detection algorithm with >90% accuracy (see ref.24). a | Imaging of the 
mouse kidney identified 79–83 million cells. b | Imaging of the mouse lung identified  
99.3 million cells.

Random forests
Machine learning algorithms 
that comprise many 
‘estimators’ that each make a 
prediction as to which 
segmentation group a pixel 
should belong. When many 
estimators are combined into  
a ‘forest’, the final prediction  
is highly accurate.
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require segmentation of objects of interest in two or 
more channels, locating their centres of mass and set-
ting a colocalization limit — the maximum distance that 
two centres of mass can be from one another and still 
be considered colocalized. This is usually set to 0.5–1× 
the diameter of the object92. Finally, filament tracing 
of blood vessels and neurons is a popular quantitative 
measure. Filament tracing often remains semi-automated 
and requires substantial user input to direct the propaga-
tion of these structures through poorly labelled or noisy 
regions of the image93. Once filaments have been seg-
mented, several measurements can be performed, includ-
ing length, volume, orientation, tortuosity and number 
of branch points. See the Applications section below for  
more detailed descriptions of common applications  
for each of these quantitative measurements.

Registration to tissue atlases
Atlases are 3D maps that are used to delineate different 
anatomical or functional regions of an organ. In complex 
organs, the boundaries between these regions require 
hundreds of labels to be visualized94. As incorporating 
these labels into an experiment is currently not achiev-
able, determining the exact region of an organ in which 
a fluorescent signal resides requires the 3D dataset to be 
registered to an existing atlas24,38,95–104. Atlases are used 
extensively in the analysis of cleared tissue 3D datasets; for 
example, several studies have mapped data from multiple 
cleared brains onto the Franklin and Paxinos Atlas17, the 
Waxholm Space Atlas23,100 or the Allen Brain Atlas46. Open 
source software for performing these types of registration 
are available including ClearMap46 and large deformation 
diffeomorphic metric mapping (LDDMM)105–107. When 
mapping data to an atlas there are two key considerations. 
First, the dataset must contain a fluorescence channel 
with a similar fluorescence intensity across the entire 
organ, most often a channel containing tissue autofluo-
rescence or a general nuclear dye. Second, the resolution 
of the sample image must be similar to the resolution of 
the images in the atlas. A limitation of many established 
atlases is that their regional-level resolution, often devel-
oped using MRI or CT108,109, is not sufficient for register-
ing the cellular resolution of microscopy data. To address 
this, a single-cell resolution atlas was developed for the 
mouse brain (CUBIC-Atlas) along with a cloud-based 
framework to perform 3D analysis at single-cell resolu-
tion (CUBIC-Cloud)104. High-resolution reference atlases 
of entire organisms are needed to assist whole-body clear-
ing methods. Currently, manual annotation86 of individual 
organs is being replaced with deep learning-based organ 
segmentation110; this approach has potential to transform 
the analysis of whole-body scans, eventually leading to the 
generation of more accurate mouse body atlases.

Required computing specifications
High-end workstations are needed to perform the 
above analyses. For optimal performance, data must be 
rapidly accessible, ideally in a solid state drive (SSD); 
if SSDs are cost prohibitive, multiple hard disk drives 
(HDDs) in a RAID array can suffice. Large amounts of 
RAM (>200 GB) can reduce the need for disk access, 
which is usually an image analysis bottleneck. Finally, 

the amount of GPU memory and number of GPU pro-
cessing cores are also important. For image analysis 
routines that can be GPU accelerated such as CLIJ111, 
DeepMACT86, TubeMap112 and others, these specifi-
cations will determine how rapidly the processing can 
be completed. Additionally, GPU memory will deter-
mine the resolution limits when displaying 3D data. For 
example, when running a deep learning-based algorithm 
such as DeepMACT, a workstation with 64 GB RAM 
and a 12 GB Nvidia Titan XP GPU is capable of pro-
cessing a series of whole-mouse images in 45 min (ref.86). 
Workstations equipped with 512 GB RAM and a 24 GB 
Nvidia Quadro P6000 GPU have been used to process 
the TubeMap algorithm112.

Applications
Tissue clearing now provides a viable alternative to serial 
sectioning of large biological samples. In comparison 
with sectioning, tissue clearing is often a lengthier pro-
cess owing to the requirement for incubation in various 
solutions and the additional time required for diffusion 
of labels; however, these incubations require very little 
hands-on time and no specialized skills. Clearing pro-
tocols that do not require specialized equipment allow 
a high degree of parallelization that cannot be achieved 
with a single vibratome or cryostat. Furthermore, tis-
sue clearing avoids mechanical damage that can occur 
within the tissue during sectioning and the heavy com-
putational burden of aligning, de-warping and assem-
bling hundreds or even thousands of 2D images into a 
3D rendering. Analysis of intact, cleared samples shows 
improved accuracy compared with quantitative stere-
ology113 and traditional 2D histopathology114. Finally, 
clearing allows for studies across entire organs (such as 
long-distance nerve tracing17) or entire organisms (such 
as identification of cancer metastasis7,86) that cannot be 
accomplished through serial sectioning.

Biologically, the applications of tissue clearing meth-
ods are wide-ranging. Tissue clearing has primarily 
shown use in the fields of neuroscience, oncology and 
cardiology, although nearly every organ and organ 
system in rodents has now been cleared, including the 
brain, intestine, spleen, lymph node, heart, kidney, 
lung, eye and bone7,10,11,27,34,43–45,70,71,110. Other model and 
non-model systems such as fish and salamanders have 
also been used15,115,116. The ever-increasing size of in vitro 
models such as spheroids and organoids — now many 
millimetres in size117— necessitates the use of tissue 
clearing to image them in their entirety. Finally, meth-
ods to clear living samples and enhance imaging depth 
for in vivo studies now show promise.

Applications in neuroscience
In many organisms, including mice and humans, neu-
rons are the largest cells in the body with processes up 
to several centimetres long. Their large size requires 
that they be investigated in complete volumes spanning 
a whole organ or even organism, and for most animals 
tissue clearing or whole animal sectioning118 is required 
(aside from in the most translucent aquatic creatures, 
as demonstrated in a recent preprint article119). Nervous 
system tissues are abundant in lipids and relatively 

Tortuosity
Describes the degree  
of curvature and/or twist  
in a blood vessel.
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lacking in pigment and extracellular matrix proteins 
such as collagen and elastin, making them ideally 
suited to clearing, as once the lipid is removed, only a 
sparse protein matrix is left behind. Solvent-based and 
aqueous-based techniques have both6,57 proved success-
ful in clearing tissues of the nervous system; however, 
techniques that combine the two techniques may be best 
suited for regions of high lipid density such as the spinal 
cord and myelinated axon bundles in the brain.

A major goal in neuroscience is to dissect the com-
plete wiring diagram of the brain, a field known as 
connectomics. Even after tissue clearing, the density of 
neurons remains beyond the resolution limit of fluo-
rescence microscopes120 and current practice is to cre-
ate maps of inter-areal projections by sparsely labelling 
collections of neurons121,122 (Fig. 7). Several techniques 
exist to sparsely label subsets of neurons throughout the 
brain, including genetically encoded fluorescent proteins 
under the control of a cell-type-specific promoter and 
immunolabelling with known markers of specific cell 
types. Expression of fluorescent proteins may involve a 
single fluorescent protein per cell type or use combina-
torial expression of multiple fluorescent proteins to ena-
ble the identification of hundreds of individual cells (for 
example Brainbow123,124 and other similar approaches). 
Transgenic animals can be produced that express fluo-
rescent proteins or they can be expressed by infecting 
cells with a virus carrying DNA encoding a fluorescent 
protein. Rabies virus and adeno-associated virus (AAV) 

are commonly used for transducing cells of the nervous 
system; for example, a combination of AAV vectors were 
directly injected into the brains of mice to determine pat-
terns of dopamine neuron innervation in the midbrain17. 
A less invasive approach is to use AAV vectors that can 
be injected into the bloodstream and infect specific cell 
types of the brain18. To aid in the analysis of sparsely 
labelled neurons in cleared tissue, volumetric neuronal 
tracing algorithms have been developed that can per-
form manual or semi-automated segmentation93. Most 
promising are new, fully automated algorithms such as 
NeuroGPS-Tree, which has traced more than 1,000 neu-
rons in thick, cleared tissue sections125, and a software 
package called BIRDS that uses deep learning to perform 
long-distance neuronal projection tracing and parallel 
counting of cell populations in different brain regions126.

Tissue clearing has also been used to map areas 
of brain activity after an organism performs a behav-
iour or is administered a stimulus. Brain activity can be 
inferred by immunostaining for the protein products of 
immediate-early genes such as fos. If Fos is present in a neu-
ron, this indicates that it was recently activated. Using this 
method, brain region activity mapping was accomplished 
in cleared mouse brain, harvested after sensory whisker 
stimulation or observed parenting behaviours in mice46.

Finally, tissue clearing shows potential to aid in the 
investigation of neuronal pathologies. The SWITCH 
clearing and immunolabelling protocol was recently 
used to show that amyloid-β (Aβ) peptides that contri
bute to the onset and progression of Alzheimer dementia 
can be labelled and imaged in a brain-wide manner127. 
This methodology allowed microscopic mapping of Aβ 
plaques and identified several novel subcortical hubs 
where Aβ accumulates.

To date, tissue clearing of brains has primarily focused 
on rodent tissue as human tissue presents several barriers 
to tissue clearing, including enhanced autofluoresence, 
over-fixation from long-term preservation and large phys-
ical size. Recently, the SHANEL and ELAST tissue clear-
ing protocols have been adapted to overcome many of 
these barriers and permit investigation of large brain slabs 
or even whole brain6,31. Numerous exciting applications 
exist in this domain and we refer readers to a recent review 
for further applications3. An example of whole-animal  
clearing and neuronal imaging is shown in Fig. 8.

Applications in oncology
Whole animal clearing using aqueous-based (CUBIC) 
or solvent-based (vDISCO) techniques has enabled the 
visualization of micrometastases throughout an entire 
rodent at single-cell resolution7,86. Additionally, by flu-
orescently labelling a therapeutic antibody, it is possi-
ble to detect the percentage of metastatic sites receiving  
treatment across the entire animal86 (Fig. 8).

In the field of cancer pathology, there is interest in 
determining whether 3D samples can provide a more 
accurate diagnosis or prognosis than traditional 2D surgi-
cal sampling techniques. A form of expansion microscopy, 
termed ExPATH, suggested that imaging of cleared biopsy 
samples from patients with breast cancer was able to dis-
criminate between early breast neoplastic lesions better 
than surgical sampling114. Large (30 × 20 × 5 mm) surgically 

a b

c

Fig. 7 | Example of neuronal staining in the mouse brain. a | 3D rendering of an entire 
mouse brain expressing GFP downstream of the Thy1 promoter122 in a subset of cells.  
The brain was cleared using a CLARITY protocol. Major fibre tracks are clearly visible.  
b | Zoomed cortical region of the brain shown in panel a. Individual neuronal processes 
can be visualized. c | Brainbow-expressing neuromuscular junctions in mouse skeletal 
muscle. Muscle was cleared using a passive hydrogel embedding method. Each neuron 
expresses a unique ratio of blue, green and red fluorophore, enabling the observation of 
individual neurons.
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resected breast tumours were cleared in less than 48 h using 
the PathoDISCO solvent-based clearing technique128; in 
PathoDISCO the key step is using 2,2-dimethoxypropane 
to react with water to create acetone and methanol, which 
rapidly dehydrate the tissue.

The microenvironment that surrounds a tissue is 
highly heterogeneous and influences its growth and 
development129. Hydrogel embedding protocols have 
been shown to preserve important elements of the 
microenvironment that surrounds developing breast 
tissue and allow for its investigation in 3D130. In this 
manner, the CUBIC tissue clearing method revealed 
the role of TGFβ in the tumour microenvironment by 
profiling multicellular interactions in a mouse model of 
experimental lung metastasis.

Interestingly, studies investigating the administra-
tion of novel, non-lipid-based nanoparticles, which 
are being investigated as potential delivery vehicles for 
therapeutics, showed that both solvent-based131 and 
aqueous-based132,133 techniques allow for the retention of 
these nanoparticles in the tissue. These studies demon-
strated that tissue clearing can be used for measuring the 
biodistribution of novel cancer therapeutics.

Applications in cardiovascular research
Blood vessels are easily labelled before clearing through 
the perfusion of labelling reagents. Multiple labels have 
been used, including antibodies that target molecules 
that line the vasculature134, wheatgerm agglutinin and 
Evans blue88, or lipophilic dyes135. It is important that any 
label contains a moiety that can react with fixatives such 
as PFA or else it will be washed away during subsequent 

clearing steps. Figure 9 displays several cleared tissues in 
which blood vessels have been stained. Tissue clearing 
allows for the study of vessel repair and remodelling dur-
ing development or after injury in any organ throughout 
the body; of particular interest are studies of blood vessel 
rupture in the brain in the case of aneurysm and stroke, 
and infarctions of the heart136. Cardiovascular studies 
investigating blood vessel structure and function are 
now aided by several semi-automated vasculature seg-
mentation techniques that have been developed in com-
mercial137 and custom138 software to analyse regions of 
interest (ROIs) in cleared mouse brains. These methods 
are not sufficient to reliably detect capillaries with vari-
able SNR in different brain regions or to systematically 
analyse the vascular alterations at the whole brain or 
organ level88,112. Machine learning-based strategies have 
overcome these hurdles and currently two machine 
learning-based methods (VesSAP88 and TubeMap112) 
are available to reliably detect, segment and register 
images of whole brain vasculature to the Allen brain 
atlas. Recently, tissue clearing has been used to map the 
parasympathetic and sympathetic circuits that control 
heart rate in mice139, produce a single-neuron-scale map 
of the intrinsic cardiac nervous system of the rat140 and 
quantify sympathetic hyperinnervation of murine hearts 
after infarction141.

Non-murine applications
Aquatic organisms. Genome modification technologies 
such as CRISPR have enabled biological investigation in 
species beyond traditional model systems. Clearing pro-
tocols must be adapted to each species as many express 
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Fig. 8 | Representative results of vDISCO panoptic imaging. a | 3D render-
ing of a Thy1-GFP line M mouse after vDISCO whole-body immunolabelling/
clearing and imaging by light-sheet microscopy. Neuronal fibres expressing 
GFP are enhanced by anti-GFP nanobodies conjugated with Atto647 dye 
and shown in green, bones and internal organs highlighted by propidium 
iodide are in cyan and the background signal — mainly from autofluores-
cence of the muscle tissue — is in white. b,c | Zoomed-in images of the boxed 
regions in panel a, showing detailed neuronal structures with subcellular 
level resolution. d | 3D reconstruction of a vDISCO-processed NSG mouse 
implanted with MDA-231 human breast cancer cells in the mammary fat pad 

for approximately 2 months, followed by intravenous injection of an 
anti-human CA12 therapeutic antibody named 6A10, which is conjugated 
with Alexa-568 dye. The cancer cells were previously transduced by mCherry 
viral vectors and further enhanced by anti-mCherry nanobodies conjugated 
with Atto647 dye. The 6A10-targeted primary tumour (indicated by the 
white arrow) and metastases are shown in yellow, untargeted metastases are 
in red and selected organs including the brain, lungs, liver and kidneys  
are manually segmented and shown in cyan. e,f | Enlarged view of the  
boxed regions in panel d showing greater detail of the distribution of  
micrometastases and targeting efficacy of the 6A10 therapeutic antibody.
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unique pigments throughout their tissues that aid in 
protecting them from dangerous UV radiation (such 
as protection of the haematopoietic niche by melanin 
in fish)142. Many pigments such as melanin, ommo-
chromes and pterins are resistant to hydrogen peroxide 
bleaching and do not elute with haem in amino alcohols. 
The DEEP-Clear method has shown that combining 
hydrogen peroxide, THEED and acetone can bleach or 
remove most of the pigments from annelids, molluscs, 
bony fish and tetrapods15. Others have shown that the 
addition of decalcification and bleaching steps renders 
crustaceans clear and may enable the creation of devel-
opmental atlases with single-cell resolution116. Finally, an 
enzymatic treatment with collagenase was added to a 
customized tissue clearing protocol for flatfish to show 
that thyroid hormone is involved in their eye migration 
during metamorphosis115.

Plants. The plant wall imposes an additional RI mis-
match that is not present in mammalian tissue and 
must be addressed. Additionally, chloroplasts act as a 
pigment, absorbing blue and red light, and generate 
fluorescence during imaging, which may or may not be 
desired depending on the experiment. Plant tissue has 
historically been cleared using a single solution of sodium 
hydroxide and chloral hydrate that breaks down cell walls 
and equilibrates the RI throughout the sample143. Urea144, 
xylitol powder and sodium deoxycholate145 and NaClO146 
have been used as less toxic alternatives to chloral hydrate. 
Interestingly, the general principle of RI matching has 
even been used to create transparent wood with the 
potential to replace glass as a building material147.

Humans. 3D imaging of clinical samples could have 
additional diagnostic potential over 2D histopathology 
investigations148; however, imaging these samples is dif-
ficult owing to over-fixation, high levels of autofluores-
cence, the need for exogenous fluorescent labels and the 
overall high density of tissue from older patients. For 
very dense tissue, images of routine, thin, pathology 
tissue sections can be improved via expansion micros-
copy114. For larger samples — including intact human 
organs — the use of relatively small detergent (CHAPS) 
and solvent molecules for delipidation are needed to 

overcome the density of human tissue6. Elasticizing 
human tissue has been shown to improve probe deliv-
ery when the tissue is stretched, while simultaneously 
providing better preservation over time to allow for 
multiple rounds of labelling31. Conversely, human 
embryonic and fetal tissue is less dense and far easier to 
clear. Solvent-based clearing methods have been used  
to clear human embryos and fetuses from gestational 
weeks 6–14 (ref.149).

In vitro applications
Tissue clearing protocols have become essential for 
imaging spheroids and organoids in their entirety, as 
traditional light microscopy approaches cannot image 
more than 100–200 μm beyond their surface. Even the 
smallest organoids (on the scale of 50–100 µm) can 
benefit from simple RI matching. Human airway, colon, 
kidney, liver and breast tumour, and mouse mammary 
gland organoids of this size have been cleared with sim-
ple RI matching in high-concentration sugar solutions150. 
More complex tissue clearing methods are needed for 
larger and denser organoids such as 3D neuronal spheres 
(200–300 µm diameter)151 and retinal organoids152. 
Finally, for organoids many millimetres in diameter, the 
SCOUT protocol has been used to clear, label, image and  
correlate hundreds of phenotypes between control  
and experimentally treated organoids117. SCOUT was 
able to identify several effects of Zika virus infection on 
cerebral organoids approximately 2 mm in diameter at 
the single-cell level117.

In vivo and label-free applications
The modular tissue clearing methodologies described in 
this Primer are targeted towards fixed, non-living tissues 
stained with fluorescent labels. Although not the focus of 
this article, researchers have demonstrated clearing strat-
egies that increase the imaging depth for several optical 
technologies in in vivo samples, including single-photon 
and multi-photon fluorescence, second harmonic gener-
ation (SHG) and optical coherence tomography (OCT) 
(reviewed in ref.153). To date, in vivo methods have pri-
marily focused on the topical application of biocom-
patible high-RI solutions to the skin154–158, skull159 and 
superficial tumours160,161 to provide increased imaging 
depth in both animal and human systems. As fluorescent 
labelling of live human tissue can be difficult owing to 
the inability to use genetic modification, human samples 
are often imaged by label-free techniques such as SHG 
and OCT. The ability to perform deep, label-free imaging 
in vivo is intriguing as it may hold clinical potential for 
the diagnosis and understanding of certain pathologies  
such as tumour biology.

Applications for systems biology
Systems biology generally entails analysis of hundreds to 
thousands of targets within a tissue. Often, labelling is the 
limiting step as it requires substantial time and, although 
studies exist in which tens of organs17 have been imaged, it 
is more practical to perform systems-level investigations 
on smaller samples. Tissue clearing can be used on this 
smaller scale; for example, spatial transcriptomic tech-
niques such as MER-FISH and seqFISH use imaging to 

a b

Fig. 9 | Example of vascular staining in the mouse brain. a | 3D render of an entire 
mouse brain that was perfused with CM-DiI lipophilic dye before fixation. After fixation, 
the brain was cleared using a modified iDISCO protocol and imaged via light-sheet 
microscopy. b | Zoomed region of brain from panel a showing the level of detail in 
vasculature staining.
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detect thousands of mRNA species in a sample162,163, and 
tissue clearing has been adopted with these techniques 
to enable 3D spatial transcriptomics. Incorporation of 
tissue clearing with the MER-FISH technique allowed 
a read-out of the positions of thousands of mRNA  
molecules in each cell of a tissue sample in 3D164.

Reproducibility and data deposition
The reliability and reproducibility of tissue clearing 
protocols have dramatically improved in recent years. 
Solvent-based clearing methods now generally use 
chemical components that are affordable and effective. 
Aqueous-based techniques have been aided by commer-
cially available equipment for hydrogel polymerization 
and ETC. Furthermore, the availability of commercial pre-
formulated clearing solutions has allowed standardization 
of clearing protocols between research groups.

Fluorescent labelling in tissue clearing experiments 
still primarily relies on antibodies. Commercially avail-
able antibodies are prone to reproducibility issues caused 
by batch-to-batch variation, which are more apparent 
(specifically background caused by off-target binding) 
when labelling large tissues. Antibodies should be care-
fully selected on the basis of past results and validated 
on thin, uncleared tissue sections. An online repository 
for tissue clearing-validated antibodies can also be used.

Many journals and funding bodies encourage the 
deposition of raw data in publicly accessible searchable 
databases. Recently, imaging data repositories such as 
the Image Data Resource and the Cell Image Library 
have been made available165 and authors are encouraged 
to deposit their raw data in a publicly accessible database 
if possible. In addition to raw images, essential meta-
data should be reported to ensure reproducibility and set 
expectations for a researcher who would like to replicate 
a tissue clearing experiment (Box 1).

Studies that involve clearing tens or hundreds of sam-
ples may produce hundreds of terabytes or even peta-
bytes of data, and public image repositories are limited in 

the amount of data they can store. Additionally, available 
bandwidth and a researcher’s proximity to the reposito-
ry’s server can prevent uploads from occurring in a rea-
sonable amount of time. Powerful lossy and non-lossy 
compression algorithms such as JPEG XS, AVIF and 
WebP can reduce data size with little reduction in image 
quality; these provide better quality and compression 
than using .jpeg or .png files.

Limitations and optimizations
There are some outstanding limitations of clearing tech-
niques. First, the methods described in this Primer are 
most often applied to fixed tissue, as in vivo applications 
of tissue clearing are still limited153. Second, several fac-
tors restrict the throughput of tissue clearing experiments 
such as the limited sample capacity in tissue clearing 
equipment, high cost of antibodies and clearing solu-
tions, the long time required for immunolabelling, lack 
of common conditions for antibody binding, sample 
capacity limitations in imaging devices and limitations 
in the IT infrastructure for data storage and analysis. 
Although one could imagine developing an automated 
pipeline for clearing, labelling and imaging, this would 
require an extensive investment in parallel equipment for 
sample preparation and imaging. Third, imaging of large 
samples requires microscope objectives with equally large 
working distances. Most imaging systems designed for 
cleared samples use moderate-numerical aperture, low 
magnification, long working distance objectives from 
zoom microscopes. In general, increasing the working 
distance of an objective decreases its numerical aperture 
and therefore its achievable resolution81. The goal of tis-
sue clearing experiments is primarily to survey a large 
tissue or organ; however, if subcellular resolution is also 
required, secondary imaging of select areas may be bet-
ter suited to a second, higher resolution imaging device. 
Finally, the maximum size of samples that can be cleared 
now exceeds the maximum sample size able to fit under a 
microscope6,113. Before investigation of human organs can 
be fully realized, imaging devices able to accommodate 
samples of this size must be developed. It is important to 
note that every tissue is different and researchers should 
not automatically follow a previously published method; 
for example, protocols that clear tissue with high lipid 
content such as brain are not optimal for pigmented, 
protein-rich kidney tissue. By viewing tissue clearing pro-
tocols as modular, a researcher can select and assemble 
an optimal pipeline for clearing their tissue of interest.

Outlook
The past decade has seen dramatic innovations in tis-
sue clearing methods. Clearing solutions are no longer 
discovered serendipitously; researchers with extensive 
knowledge of optical physics, chemistry and tissue engi-
neering are designing tailored solutions that improve 
on past methods. A decade ago, tissue clearing tech-
niques were complex, unreliable and each had obvious 
limitations. Now, through incremental improvements, 
both aqueous and solvent-based techniques are able to 
preserve emission from fluorescent proteins and dyes 
and their final clearing solutions have coalesced around 
an ideal RI of 1.52–1.56. Commercially manufactured 

Box 1 | Suggested metadata to report when preparing and imaging  
cleared tissue

•	Approximate dimensions of the sample being cleared

•	Composition of all clearing solutions used, duration of incubation in each solution and
the purpose and function of each solution

•	Degree of expansion or contraction of the sample

•	Antibody manufacturer, lot number, concentration, incubation temperature and
incubation duration

•	Imaging modality used

•	Numerical aperture of imaging objective

•	Light-sheet thickness (if used)

•	Voxel size of raw images

•	Total raw data size

•	A summary of all data processing steps (spherical aberration correction, chromatic
aberration correction, filtering)

•	Description of data quantitation methods

•	Deposition of any custom software in an open source depository

•	A subset of manually annotated ground-truth data to assess accuracy of automated
data quantitation
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systems for steps such as hydrogel polymerization and 
electrophoretic tissue clearing and labelling are now 
available from multiple manufacturers, as are micro-
scopes and objectives that have been designed specifically  
for cleared tissue.

Barriers do remain despite the positive outlook. The 
use of genetically encoded fluorescent proteins is not 
always possible, and immunolabelling techniques must 
still be used in many systems. No matter how quickly 
antibodies are delivered to their target, if the antibody 
is not specific or stable, the result will be a failed experi-
ment. Furthermore, the current variability in ideal label-
ling conditions between individual antibodies makes it 
unlikely that a researcher’s unique panel of probes will 
all function under identical conditions. We hope that 
nanobodies will be able to solve the many variability 
and stability issues of antibodies, although they are not 
without limitations. First, the random attachment of a 
fluorophore to a nanobody can block its binding site, 
necessitating directed attachment of the fluorophore 
with genetically encoded click chemistry166,167. Second, 
fewer fluorophores can be attached to a nanobody than 
to an antibody owing to its small size, providing a weaker 
signal. Third, nanobodies are primarily monoclonal and 
can be directly conjugated to a fluorescent dye. Therefore, 
polyclonal secondary antibodies that normally produce 

substantial fluorescent signal amplification are not 
used. Amplification strategies that are widely used in 
the single-molecule-RNA FISH field such as SABER168 
and HCR169 could be adopted for nanobodies (as they 
have been for antibodies170) to alleviate the above lim-
itations. Single-chain variable fragments (scFvs) — 
small immunolabels known to penetrate more quickly 
through biological tissue than nanobodies — have seen 
little application in tissue clearing to date but may be a  
promising technology for labelling large samples171.

As tissue clearing experiments become common-
place, deep biological insight will follow. It is difficult 
to imagine a field of biology that will not benefit from 
the ability to investigate the 3D relationships between 
all components of a tissue. The recent clearing of entire 
rhesus monkey172 and human6 brains has shown that 
clearing methods are outpacing imaging technology. 
Laboratories looking to image on this scale will need to 
partner with industry to design and build objectives and 
optical systems with working distances of tens of centi-
metres that can still achieve reasonable lateral and axial 
resolution. There can be no doubt that the democratiza-
tion of tissue clearing has begun, and exciting biological 
insights are sure to follow.
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Tutorial: avoiding and correcting
sample-induced spherical aberration
artifacts in 3D fluorescence microscopy
Erin E. Diel1, Jeff W. Lichtman 1,2,3 and Douglas S. Richardson 1,2✉

Spherical aberration (SA) occurs when light rays entering at different points of a spherical lens are not focused to the
same point of the optical axis. SA that occurs inside the lens elements of a fluorescence microscope is well understood and
corrected for. However, SA is also induced when light passes through an interface of refractive index (RI)-mismatched
substances (i.e., a discrepancy between the RI of the immersion medium and the RI of the sample). SA due to RI
mismatches has many deleterious effects on imaging. Perhaps most important for 3D imaging is that the distance the
image plane moves in a sample is not equivalent to the distance traveled by an objective (or stage) during z-stack
acquisition. This non-uniform translation along the z axis gives rise to artifactually elongated images (if the objective is
immersed in a medium with a higher RI than that of the sample) or compressed images (if the objective is immersed in a
medium with a lower RI than that of the sample) and alters the optimal axial sampling rate. In this tutorial, we describe
why this distortion occurs, how it impacts quantitative measurements and axial resolution, and what can be done to avoid
SA and thereby prevent distorted images. In addition, this tutorial aims to better inform researchers of how to correct RI
mismatch–induced axial distortions and provides a practical ImageJ/Fiji-based tool to reduce the prevalence of volumetric
measurement errors and lost axial resolution.

Spherical aberration occurs when light entering the periphery
of a spherical lens is focused to a different point on the optical
axis than paraxial light rays that enter near the lens’s center
(Fig. 1a). Lens-induced SA is well understood and is corrected
for in the optical components of modern microscopes. How-
ever, SA can also be induced by the sample. If converging or
diverging light passes through an interface of differing refrac-
tive indices (RIs), SA will occur. Two scenarios for imaging
through an RI-mismatched interface commonly occur: imaging
with an oil immersion objective into a watery live-cell sample
and imaging into a high-RI mounting medium or tissue-
clearing solution with an air immersion objective. SA created by
these types of RI mismatches has three deleterious effects on
imaging. First, because all the rays of light originating from a
point object do not converge precisely at the image plane,
images are dim and blurred. This can be seen in both wide-field
(Fig. 1b) and confocal (Fig. 1c) light paths, although the con-
focal pinhole may reduce axial blur relative to that of wide-field
microscopy at the cost of further signal loss. Second, owing to
refraction of the more peripheral rays entering the objective—
especially at high numerical aperture (NA) values—the nominal
focus position (where the focal plane would reside in the
absence of refraction) is shifted (Fig. 1b,c). Again, this is seen in
both wide-field (Fig. 1b) and confocal (Fig. 1c) microscopes.
However, in the confocal microscope, the refraction of both

the focusing excitation light and the emitted fluorescence must
be considered. The focal shift is related to the NA of the
objective and the degree of the RI mismatch. Third, and per-
haps most important for 3D imaging, the distance the image
plane moves in a sample is not equivalent to the distance
traveled by an objective (or stage) during z-stack acquisition
(Fig. 1d). This non-uniform translation along the z axis gives
rise to artifactually elongated images (if light travels from a
high-RI immersion medium to a lower-RI sample) or com-
pressed images (if imaging from a low-RI immersion medium
to a higher-RI sample).

Avoiding spherical aberration–based axial distortion
When preparing samples for a microscopy experiment, the
choices of mounting medium and microscope objective are
often made independently. Mounting media are primarily
chosen on the basis of their antifade properties (ability to
prevent photobleaching), whereas objectives are selected on the
basis of their theoretical achievable resolution. The resulting RI
mismatches have little effect on image quality for thin samples
or 2D imaging within a few micrometers of a coverslip. How-
ever, 3D fluorescence microscopy images are rapidly degraded
by SA if the objective’s immersion medium and the sample
mounting medium differ in RI or if an incorrect thickness of
coverslip is used1. Therefore, the choice of immersion medium

1Harvard Center for Biological Imaging, Harvard University, Cambridge, MA, USA. 2Department of Molecular and Cellular Biology, Harvard University,
Cambridge, MA, USA. 3Center for Brain Science, Harvard University, Cambridge, MA, USA. ✉e-mail: drichardson@fas.harvard.edu
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and objective should be made in unison, with the goal being to
match the RI of an objective’s immersion medium as closely as
possible to the RI of the sample’s mounting medium. For
example, water immersion or dipping objectives have long been
preferred for imaging into living samples because the average RI
of a cell (1.360–1.380) is closer to that of water than typical
microscope immersion oil2,3. Further, many water immersion
and dipping objectives have correction collars that can be
adjusted to compensate for coverslip thickness, temperature
and/or RI mismatch3,4. Correction collars therefore extend the
useful RI range of a water immersion objective beyond 1.3333.
Silicone oil immersion objectives (RI = 1.400) offer another
alternative for live-cell imaging. The higher RI of silicone oil
enables these objectives to be designed with higher NAs,
making them particularly suited to super-resolution live-cell
imaging5,6 (see also Table 1). Researchers should take note
because sacrificing theoretical resolution by using a lower-NA
glycerol immersion objective to image samples in glycerol-

based commercial mounting media can produce a higher-
quality image compared with using a higher-NA oil immersion
objective (see ‘Common instances of spherical aberration–based
axial distortion in 3D imaging’).

A perfect RI match between immersion and mounting
medium is not always possible. As an alternative, specialized
hardware that can compensate for RI mismatches can be used.
A dipping cap can be installed to convert an air objective into a
‘pseudo’ dipping lens by attaching a cover with a glass window
to the sample side of the objective7. The glass window is
inserted directly into the mounting medium and maintains a
constant air gap between the front lens and the mounting
medium as the objective moves up and down while imaging the
sample, preventing SA-induced axial distortions. Another
option is to translate the sample inside a chamber filled with
mounting medium while the imaging objective(s) remain(s)
stationary outside the chamber8. A third option is to place a
deformable mirror or spatial light modulator (referred to as
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Fig. 1 | Refractive index mismatches induce spherical aberration and axial distortion. a, Lens-based SA occurs when light rays entering near the edge
of a lens (peripheral rays, orange) are focused before the focal point (f). Light rays entering near the center of the objective (paraxial rays, blue)
intersect the optical axis (gray) at the focal point. b, Ray trace of light traveling from a point source to the image plane in a wide-field fluorescence
microscope. Green shading represents collimated excitation light exiting the objective. Dots (point sources) and lines (ray traces) represent the path
light travels when RIsample > RIimmersion (purple), RIsample = RIimmersion (green), and RIsample < RIimmersion (blue). The point source must be located in a
different focal plane in each situation to ensure its image is focused near the image plane (dashed line); however, when an RI-mismatched interface
exists, SA occurs (see zoomed region, right). c, Ray trace of light traveling from a point source to the pinhole plane in a confocal fluorescence
microscope. As in b, ray tracing diagrams are shown for RI-matched (green) and RIsample > RIimmersion (purple) under confocal illumination and
detection. In a confocal system, both excitation light (shading within green or purple dashed lines) and emitted fluorescence light rays (green or purple
solid lines) undergo refraction if an RI-mismatched interface exists (purple). d, An objective is moved axially (black arrow) in a stepwise manner to
obtain a 3D image. If there is no change in the RI between the objective and the focal point, no refraction will occur (green lines) and the distance the
objective moves (black arrow) is equivalent to the distance moved by the focal plane (green horizontal lines). However, if an RI-mismatched interface
exists between the objective and the object to be imaged, refraction occurs, and the focal point is shifted (purple lines). In this scenario, the movement
of the objective (black arrow) is not equivalent to the movement of the focal plane (purple horizontal lines). Therefore, when imaging a spherical
object (‘actual object’, purple) that is embedded in a medium with an RI value higher than that of the immersion medium of the objective, a 3D
rendering of the object will be compressed in the axial dimension (‘apparent object’, green) because the acquisition software has assigned the distance
of the objective’s travel—not the focal plane’s travel—to the object’s z axis.
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adaptive optics) to correct the many types of aberrations that
can occur across a field of view9. Finally, radially symmetric
phase masks have been used to equilibrate the SA across
all depths of a sample, enabling simplified image restoration
by deconvolution after image aquisition10. Although these
options are useful, they require specialized equipment that
may not be an option for every researcher. Therefore, meth-
odologies to correct for axial distortion via post-processing are
still required.

Common instances of spherical aberration–based axial
distortion in 3D imaging
Throughout this tutorial, we will focus on one historic and two
modern RI mismatches in 3D fluorescence microscopy. First,
when confocal microscopy was pioneered in the early 1990s,
live biological samples (RI = up to 1.380) were primarily
imaged with oil immersion objectives (RI = 1.518) because
these had the highest NAs and were thought to achieve the
highest possible theoretical resolution. As discussed above, the
use of oil immersion objectives for live-cell imaging produces
an artificial stretching of the data in the axial dimension. Sec-
ond, modern-day fixed fluorescent samples are primarily
mounted in glycerol-based antifade mounting media (RI =
1.400–1.470) and imaged with air (RI = 1.000) or oil (RI =
1.518) immersion objectives. Imaging of this nature will artifi-
cially compress (air objective) or stretch (oil objective) the 3D
images. Third, imaging of tissue that is millimeters in thickness
is now commonplace via advanced confocal and light-sheet
microscopy techniques in combination with tissue-clearing
approaches (RI = 1.380–1.560) (ref. 11). In all three of these
situations, the RIs of the most common objective immersion
media (air, glycerol, oil) rarely match the RI of the sample to be
imaged (Table 1). Although oil or glycerol immersion objectives
provide a reasonable RI match to many samples, the primary
role of these immersion media is to increase the NA of an
objective and thus its theoretical resolution. Unfortunately,
increasing the NA of an objective results in a decrease in
working distance and field of view (unless the diameter of the
front lens is also increased). Therefore, most fluid immersion
objectives are limited to a working distance of a few hundred
micrometers and are incompatible with 3D imaging of thick
samples. For these reasons, air objectives are used for imaging
thick sectioned and/or cleared tissue because of their long
working distances and large fields of view. Air objectives will

always induce SA-based axial distortion when used for 3D
imaging because the RI of any sample is >1.000 (the RI of air).
The appearance of axial distortion from the use of air objectives
is therefore quite common in published works. RI mismatches
in cleared-tissue imaging are especially hard to avoid (Table 1)
and can be found in several published works, including early
pioneering studies12,13. The artificial compression of 3D images
that occurs when imaging into high-RI cleared samples has a
severe impact on quantitative measurement of volume and can
also affect axial resolution.

Calculating axial distortion correction factors (high to
low RI mismatch)
If an RI mismatch cannot be avoided, 3D images must be
corrected for axial distortion. SA-based axial distortion of
images was first noted during the early development of confocal
microscopes. At this time, confocal microscopes primarily used
high-NA oil immersion objectives (RI = 1.518) to image live-
cell cultures (RI = 1.360–1.380) or fixed-cell cultures (RI =
1.400–1.470) with lower RIs. This RI mismatch resulted in an
artificial stretch in the axial dimension during imaging. Using a
simple ray optics approach, Carlsson14 first proposed that this
focal shift could be predicted by calculating a correction
factor by obtaining the ratio of the RI of a sample’s mounting
medium to the RI of the imaging objective’s immersion
medium (nsample/nimmersion). Although Carlsson’s calculation
provides a good approximation for low-NA objectives, it does
not account for the increased axial distortion that is observed
with high-NA objectives. Therefore, at high NA, the Carlsson
formula underestimates the focal shift. Soon after, Visser et al.15

developed a formula to calculate axial distortion that considered
the NA of the objective (Eq. 1).

Δf ¼
tan sin�1 NA

n1

� �

tan sin�1 NA
n2

� �Δs ð1Þ

Here, Δf represents the movement of the focal plane within
the sample and Δs represents the movement of the stage or
objective. Unfortunately, Sheppard et al.16 and Hell et al.17 later
showed that Eq. 1 overestimates the axial distortion at high NA
values because it considers only the most peripheral rays
emitted from an objective lens and ignores the relatively greater
contribution from paraxial rays. In 1993, Hell et al.17 provided a
wave optics solution that is now widely accepted as the most

Table 1 | Summary of common refractive indices in microscopy

RIs of common objective immersion media RIs of common biological samples

Immersion medium RI Sample RI

Air 1.000 Live tissue 1.360–1.380

Water 1.333 Fixed tissue in glycerol-based mounting medium 1.400–1.470

Silicone oil 1.405 Fixed tissue in high-RI mounting medium 1.520

85% Glycerol 1.456 Aqueous-based cleared tissue 1.380–1.460

Oil 1.518 Solvent-based cleared tissue 1.500–1.560

NATURE PROTOCOLS REVIEW ARTICLE

NATURE PROTOCOLS | VOL 15 | SEPTEMBER 2020 | 2773–2784 |www.nature.com/nprot 2775

www.nature.com/nprot


accurate estimation of axial distortion. Using this method, they
were able to predict the decrease in resolution, the decrease in
signal intensity and the focal distortion at various imaging
depths with high precision. However, wave optics requires
complex calculations, and this complexity has probably con-
tributed to the underutilization of this method within the
microscopy community. Currently, if microscopists desire to
correct an axially distorted image after acquisition, they have
the choice of two simple, but inaccurate, equations or one
highly complex mathematical formula. Here, we describe two
simple modifications to Eq. 1 that can be used to improve its
accuracy at high NA and/or large RI mismatches.

Rather than calculating the focal shift of only the most
peripheral rays (Visser et al.15, Eq. 1), we recommend calcu-
lating the mean or median depth at which 100 rays equally
spaced along the radius of an objective’s front lens intersect the
optical axis in the sample. We have found that this simple ray
optics approach approximates the complex, and difficult to
implement, wave optics methods of Hell et al17 quite well.
Therefore, we recommend the use of Eq. 2 (mean) or 3
(median) (see derivation in Supplemental Note 1) for correcting
axial distortion when imaging through RI mismatches.

d0
d
¼ 1

100
�
X100

k¼1

tan sin�1 kNA
100n1

� �

tan sin�1 kNA
100n2

� � ð2Þ

d0
d
¼

tan sin�1 0:5NA
n1

� �

tan sin�1 0:5NA
n2

� � ð3Þ

In Eqs. 2 and 3, dʹ/d is a correction factor that relates the
actual focal position (dʹ) to the expected focal position (d). k is
an integer used to increment through equally spaced rays along
the radius of the optical axis. Figure 2 shows that Eqs. 2 and 3
perform better than the ray optics approaches of Carlsson and
Visser et al. as compared with the wave optics calculations from
Hell et al. In addition, Eqs. 2 and 3 are not biased by high NA
values (Fig. 2a) or large differences in RI values (Fig. 2b), as is
Eq. 1. Therefore, Eqs. 2 and 3 are simple formulas for esti-
mating the focal shift when imaging from a high (oil immer-
sion) to low (water) RI. We discuss the differences between the
mean and median approaches in the ‘Mean versus median
correction factor’ section below.

3D imaging from a high-RI oil immersion medium to a
lower-RI live-cell sample is rare today because most researchers
know to select water or silicone oil immersion objectives for
these types of experiments. However, imaging from a high RI to
a low RI in fixed samples is still common. Most commercially
available mounting media are glycerol based and have an RI
close to 1.450. Clearly, this is poorly matched to the RI of
immersion oil (1.518). According to Eqs. 2 and 3, axial cor-
rection factors of 0.92 or 0.94, respectively, should be applied to
images acquired under these conditions (RI immersion = 1.518;
RI sample = 1.45; NA = 1.4). However, in practice the axial
distortion of these samples is often minimal because the short
working distances of high-NA oil immersion objectives

(100–200 µm) limits the maximal axial distortion (stretch) to
tens of micrometers.

Calculating axial distortion correction factors (from low
to high RI)
Currently, a greater concern is the opposite imaging situation:
imaging from a low-RI immersion medium into a high-RI
sample. This occurs when air immersion objectives are chosen
to facilitate imaging large fields of view (due to lower magni-
fication) or thicker samples (due to longer working distances).
It can also occur when immersion objectives are used to image
into samples cleared with high-RI tissue-clearing solutions.
Therefore, it is important to compare the performance of the
various axial distortion correction strategies when imaging
from a low-RI immersion medium (such as air) into a high-RI
mounting medium or tissue-clearing solution. To our knowl-
edge, a wave optics approach has not been applied to this low
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Fig. 2 | Comparison of methods for determining refractive index–
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current paper. a, The axial correction factor was calculated across NA
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0.5. b, The axial correction factor was calculated for an NA = 1.3 oil
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Equations 2 and 3 of the current paper (solid blue and orange lines)
show the best agreement with wave optics calculations by Hell et al.
(magenta dots).
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RI to high RI imaging scenario. However, ray optics can be
easily extended to this context. Figure 3 displays correction
factors for imaging into high-RI samples with air immersion
objectives calculated with the same ray optics approaches used
in Fig. 2. Again, the Carlson and Visser equations appear to
underestimate or overestimate, respectively, the correction
factor at high NA values.

Experimental demonstration of correcting axial
distortions
Validation using fluorescent beads
To confirm the validity of Eqs. 2 and 3 when imaging from low
to high RI, a simple experiment can be performed. Fluorescent
beads are fixed to a microscope slide and overlaid with solu-
tions of differing RI (see Supplementary Methods). A coverslip
is then placed above these solutions on a spacer (Fig. 4a). If a
3D field of view is imaged at the interface of these solutions and
the neighboring empty space, the focal shift due to SA can be
calculated. Figure 4b displays such an experiment, in which
2-µm fluorescent beads were placed 200 µm below a coverslip.
Droplets of immersion media with RI = 1.333 and RI = 1.518

were placed over the beads. When images were taken at the
interface of these solutions with a 0.45-NA air immersion
objective, the beads in high-RI medium (1.333 or 1.518)
appeared elevated above the glass slide relative to those residing
in air (Fig. 4b–d). In this example (RI immersion = 1.000; RI
sample = 1.000, 1.333 or 1.518; and NA = 0.45), Eqs. 2 and 3
calculate nearly identical correction factors for the following
conditions: 1.00 (beads in air), 1.35 (beads in RI = 1.333), and
1.54 (Eq. 3) or 1.55 (Eq. 2) (beads in RI = 1.518). If Eqs. 2 and 3
are accurate, multiplying the z spacing of the images by the
correction factor should restore the beads to their correct axial
positions. Figure 4c (right panels) and 4d show exactly this
(using Eq. 2). Therefore, Eqs. 2 and 3 can be used to correct 3D
volumetric data that is distorted by imaging from a low-RI
immersion medium into a high-RI sample.

Correcting axial distortion in 3D volumes
Figure 1d depicts how SA causes the image plane to move
through a sample at a different rate than the objective (or stage)
travels during 3D image acquisition. This mismatched travel
speed results in an SA-induced z-axis elongation or compres-
sion that must be corrected before performing quantitative
volumetric analysis. Figure 5a illustrates one of the common
experimental conditions discussed above: imaging a sample in a
glycerol-based commercial mounting medium (RI = 1.460). If
a glycerol objective is chosen, the immersion medium is well
matched to the RI of the mounting medium and no axial
distortion correction is required. Here, a measurement along
the z axis represents the true thickness of the tissue section
(Fig. 5a). When the exact same region is imaged with an air
immersion objective of equivalent NA, the resulting image is
axially compressed to approximately 60% of its actual thickness
(Fig. 5a). To correct for this compression, a correction factor
should be calculated using Eq. 2 or 3 and the values RI
immersion = 1.000, RI sample = 1.460, and NA = 0.8. Next,
the z step of the acquired image is multiplied by the correc-
tion factor (1.59, via Eq. 2) to stretch the image to its actual
thickness (Fig. 5a, compare air immersion original (Org) with
z-corrected (Zcor)). Similarly, when imaging a cleared organoid
(clearing solution RI = 1.560, see Supplementary Methods)
with a 0.45-NA air immersion objective, the raw data are
artificially compressed in the axial dimension. Volumetric
analysis of the original and corrected images suggests the
volume of the organoid is underestimated by more than 1.5× if
uncorrected (Fig. 5b). A correction factor of 1.59 (calculated
using Eq. 2) adjusts the axial dimension of the image, and a
more accurate estimation of the spheroid’s volume is obtained.
Therefore, before performing volumetric measurements on 3D
images acquired through an RI-mismatched interface, it is
essential that the axial distortion be first corrected following the
methods outlined below.

Experimental demonstration of determining axial
sampling rates
Effect of spherical aberration on axial sampling
SA-induced distortion can also affect the achievable axial
resolution of a microscope. Because the movement of the focal
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plane within a sample is accelerated or decelerated relative to
the physical movement of the objective, the optimal z step (axial
sampling rate) must be adjusted accordingly. It is well under-
stood that to maximize the resolution of a microscope in any
dimension, the sampling rate (number of pixels) must be at
least twice the theoretical resolution limit of the imaging system
(referred to as Nyquist sampling). Several equations (for an
example, see Supplementary Note 2) can be used to determine
the correct z step. Commercial microscope software uses these
equations to recommend an ‘optimal’ axial sampling rate.
Unfortunately, these equations will recommend too small
(if imaging from high to low RI) or too large (if imaging from
low to high RI) of a z step when imaging through an RI-
mismatched interface. Therefore, when imaging into a lower-RI
sample (relative to the immersion medium of the objective), the
z planes will be too close together, and excessive photobleaching
or phototoxicity may be induced in the sample. Conversely,
when imaging into a higher RI sample, the z step will be too

large, and the achievable resolution of the microscope will be
reduced. Figure 5c demonstrates that imaging at the suggested z
step fails to resolve all labeled axons in an axial (xz) maximum
intensity projection of a thick tissue volume. All images were
corrected after imaging for axial distortion, demonstrating that
the sampling rate must be determined before, not after, imaging
is performed.

Correct axial sampling improves segmentation
The initial step of most image analysis routines is to segment
objects of interest. Failure to adjust the axial sampling rate
(z step) according to any RI-mismatches that exist between the
sample and the objective’s immersion medium will impact a
researcher’s ability to properly segment individual objects.
Figure 6a displays an automated segmentation of the image in
Fig. 5c. More objects are segmented (12 versus 7) when the
correct axial sampling rate is calculated before imaging and
the z spacing is corrected after acquisition. The increase in the

a

1.5181.3331.000

Coverslip
(top)

1.5181.333

z -corrected

b

Coverslip
(bottom)

Glass slide
(top) xz

D
is

ta
nc

e 
fr

om
 s

lid
e 

(µ
m

)

RI of mounting medium

c Original

RI of mounting medium

d

1.000

Coverslip
(top)

Coverslip
(bottom)

Glass slide
(top)

RI = 1.518 RI = 1.333RI = 1.000 RI = 1.000

Side view

Top view

0

50

25

0

10

20

30

40

0.9 1.1 1.3 1.5 1.7

RI =
 1

.3
33

RI =
 1

.5
18

(µm)

Fig. 4 | Refractive index mismatches induce a focal shift. a, Diagram of the fluorescent bead preparation for measuring focal shift in media of various
RI values. Fluorescent beads (green circles) were adhered to a microscope slide between double-sided tape spacers (Supplementary Methods). Drops
of RI = 1.333 (blue) and RI = 1.518 (gray) liquids were placed over the beads. A no. 1.5 coverslip was placed on the liquid drops and spacers. Red boxes
indicate areas of air–liquid interfaces, where multiple beads residing in both RIs could be imaged in a single field of view. b, 3D rendering of volumes
captured at the air–liquid interface, as indicated in a, using 200-µm spacers. The left panel images through a liquid with RI = 1.518, and the right panel
images through RI = 1.333. Beads (2 µm; green) were visualized by fluorescence microscopy; the coverslip and glass slide surfaces were visualized by
reflected light imaging (magenta), and the edge of the droplet was detected via transmitted light (intensity is inverted and pseudo-colored gray; see
Supplementary Methods). Beads appear elevated when overlaid with solution. White boxes are 40 µm2. c, The experiment in b was repeated
with a 100-µm spacer. Orthogonal (xz) color-coded depth projections of individual fluorescent beads are presented. The color of the bead indicates its
distance from the glass slide according to the color scale. Reflections from the coverslip and microscope slide are shown in magenta.
z-corrected images of the 1.333- and 1.518-RI embedded beads are also shown in the right-hand panels. Scale bar, 10 µm. d, Distance from the glass
slide (apparent focal shift) was calculated and plotted for five beads outside the liquid drops (RI = 1.000, pink dots), five beads in the RI = 1.333
medium (green dots), and five beads in the RI = 1.518 medium (cyan dots). The distances between the beads in RI = 1.333 and RI = 1.518 and
the slide were remeasured after applying a z correction as in c (green and cyan triangles, respectively). Red bars indicate the expected bead positions
predicted by Eq. 2.
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number of segmented objects results for two reasons. First, in
an undersampled dataset, thin objects that lie parallel to the
lateral plane may appear on only a single (or very few) slice(s).
Therefore, the object’s 3D volume is small and falls below the
volume threshold value that is set to exclude small, artifactual
objects. If an object’s volume is below the set threshold, it is
deemed too small to be relevant and is excluded. These objects
cannot be recovered by lowering the threshold because the
image becomes overwhelmed with small punctate structures
that often represent debris or staining artifacts. In Fig. 6a, the
threshold was set to 10,000 pixels. Four thin objects that lie in
the lateral plane can be segmented only in the properly sampled

dataset (Fig. 6a, right panel, white arrowheads). Second, objects
lying directly above one another can falsely appear connected if
the axial sampling rate is insufficient to resolve both structures.
Figure 6b displays two axons that could not be segmented in
the undersampled dataset but are clearly two separate objects
when the sample is reimaged at the correct axial sampling
rate. Therefore, it is critical to calculate an adjusted axial
sampling rate (z step) before imaging to ensure optimal axial
resolution as described in the methods outlined below. It is
essential to understand that axial resolution cannot be increased
or recovered through post-processing if the original image is
under sampled.
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An ImageJ/Fiji-based macro for axial distortion
correction and optimal z-step determination
Equations 2 and 3 allow less complex calculations than wave
optics methods but are still not simple enough for rapid manual
calculation. Therefore, we have developed an ImageJ/Fiji-
based18,19 macro that allows researchers to (i) ensure the
highest achievable axial resolution and prevent excess photo-
toxicity by calculating the optimal z step for their experiment
before imaging and (ii) correct any axial distortions (com-
pression or stretch) after imaging (see Box 1 for a step-by-step
procedure for installation and application of the macro). The
macro is run before imaging to calculate an optimal axial

sampling rate (use the ‘Provide recomended Z-step only’ option
as indicated in Box 1, step 8A(iv)). After imaging is complete,
the macro is rerun to adjust the z spacing of the acquired
dataset and correct SA-induced axial distortion using Eqs. 2
and/or 3 (Box 1, step 8A(viii–xiv)). If sufficient metadata exist,
the macro will warn users if their acquisition z step was too
large during imaging and thus limited the achievable axial
resolution.

Mean versus median correction factor
Equations 2 and 3 present two ray optics–based approaches for
calculating a correction factor for SA-induced axial distortion.
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Box 1 | Installation and application of the focal shift correction macro ● Timing Installation: 15 min; calculate sampling rate:
2 min; correcting axial distortion: minutes to hours depending on number and size of files

This box provides a step-by-step procedure for the installation (Steps 1–7) and use (Step 8) of the macro. The source code can be copied directly
from the Supplementary Software. Correct use of the macro before image acquisition (Step 8A(i–v)) will ensure that the full resolving power of the
microscope is utilized. Following acquisition, Step 8A(vii–xiv) describes how to correct RI mismatch–induced axial distortion before 3D
visualization and analysis. Alternatively, the post-acquisition processing steps can be avoided if a microscope’s control software allows the input of
RI-mismatch correction factors (Step 8B).

Macro installation procedure
1 Install or update to the current version of ImageJ19 (https://imagej.nih.gov/ij/download.html) or Fiji18 (https://fiji.sc/). If using ImageJ, you
must also install a current version of the Bioformats plugin (https://docs.openmicroscopy.org/bio-formats/5.8.2/users/imagej/installing.html).

2 Open ImageJ/Fiji.
3 Open a new macro editor window (‘Plugins’ > ‘New’ > ‘Macro’).
4 Copy the source code from the Supplementary Software and paste it into the macro editor window.
5 On the ‘Language’ dropdown menu, select ‘IJ1 Macro’.
6 Click ‘File’ > ‘Save as’ and save the macro to the ImageJ ‘plugins’ folder. The file name must contain an underscore (‘_’).
7 Restart ImageJ/Fiji and locate the macro at the bottom of the ‘Plugins’ dropdown menu.

Procedure for using the macro
8 To use the macro to calculate an optimal axial sampling rate (before image acquisition) and correct axially distorted images after acquisition,

follow option A. To use the macro in conjunction with microscope control software that allows user-input RI mismatch correction factors, follow
option B.
(A) Using the macro to calculate an optimal axial sampling rate and correct axially distorted images

(i) Ensure that the macro is saved in the ImageJ/Fiji ‘plugins’ folder (see step 6 above).
(ii) Run the macro by selecting it from the ‘Plugins’ menu.
(iii) Fill in the requested information as shown in the example screenshot below:

(iv) Check ‘Provide recommended Z-step ONLY’ to output the recommended z step without processing any data.
(v) Click ‘OK’. The recommended z step will be printed in the ImageJ/Fiji ‘Log’ window.
(vi) Proceed to the microscope to image the sample.
(vii) Enter the macro’s recommended z step into the corresponding location of the microscope control software.
(viii) Once imaging is completed, place all Bioformats-compatible image files (such as ome.tif, .czi, .lif, .nd2, .oif files) to be processed into

a single folder (directories, subdirectories and files names must not contain spaces).
(ix) Create an empty ‘output’ folder.
(x) Run the macro by selecting it from the ‘Plugins’ menu in ImageJ/Fiji.
(xi) Fill in the requested information as shown in the example screenshot above (step 8A(iii)).
(xii) Check ‘Correct images using mean axial shift’ to use Eq. 2 (mean) and/or ‘Correct images using median axial shift’ to use Eq. 3

(median) when calculating the z-correction factor.
(xiii) Check ‘Batch process multiple files’ if more than one image is to be processed (all images must have been acquired using the same

conditions: NA, immersion RI, mounting RI) and click ‘OK’.
(xiv) Locate the input and output folders when requested. The corrected images will be saved to the output folder as .tif stacks and can be

opened directly.
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Equation 2 calculates the mean intersection point of 100 rays
with the optical axis, whereas Eq. 3 calculates the median
intersection point. For objectives with low NA (< ~0.5) imaging
through minimal RI mismatches (< ~0.15), the two methods
calculate nearly identical correction factors (Fig. 2). At higher
NA (>0.5) and larger RI mismatches (>0.15), Eqs. 2 and 3 differ
slightly but agree well with the wave optics calculations of Hell
et al. (Fig. 2). Equation 2 calculates a higher degree of correction
at high NA and large RI differences, whereas Eq. 3 (median)
determines less correction is required relative to wave optics. Of
the ray optics approaches investigated here, Eqs. 2 and 3 show
the closest agreement to wave optics calculations across various
NAs and RIs when imaging from a high-RI medium into a

lower-RI sample (Fig. 2). The differences in correction factors
calculated by Eqs. 2 and 3 and wave optics formulas are
minimal. For example, the calculated focal shift for a 1.3-NA oil
immersion objective imaging into a RI = 1.333 water solution
are all within 20 nm of one another, well below the resolving
power of the microscope. Although we do not have wave optics
data for the inverse situation (imaging from a low-RI immer-
sion medium into a higher-RI sample), Eqs. 2 and 3 are still in
good agreement with one another (Fig. 3). Both equations show
a response to increasing NA (unlike Carlsson), but neither is as
heavily influenced by NA as Visser et al. (Fig. 3a). Therefore,
Eqs. 1 and 2 provide accurate correction factors for imaging
through high to low or low to high RI mismatches.

(B) Using the macro together with microscope acquisition software with an RI mismatch correction function
(i) Ensure that the macro is saved in the ImageJ/Fiji ‘plugins’ folder (see step 6 above).
(ii) Run the macro by selecting it from the ‘Plugins’ menu.
(iii) Fill in the requested information as shown in the example screenshot above.
(iv) Check ‘Provide recommended Z-step ONLY’.
(v) Click ‘OK’. Along with the recommended z step, an axial distortion correction factor will be printed in the ImageJ/Fiji ‘Log’ window.
(vi) Proceed to the microscope to image the sample.
(vii) Enter the macro’s recommended z step in the corresponding location of the microscope control software.
(viii) Enter the macro’s recommended axial correction factor in the corresponding location of the microscope control software (screenshot

below displays location for Carl Zeiss’ ZEN Black or Blue software).

(ix) No further processing is required after image acquisition.

Box 1 | (continued)
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Limitations of the macro
The macro is not able to correct the lateral or axial blur that is
introduced by SA or improve lateral or axial resolution after
acquisition. SA-induced blur increases with objective NA and
imaging depth. Increases in computing power now allow
deconvolution to be applied to large 3D datasets, and decon-
volution has been used to correct for the blur and axial shift
induced by SA. SA correction via deconvolution requires a
model of the blur introduced by SA and other factors such as
diffraction within the entire optical path (microscope and
sample), called the point spread function (PSF). Theoretical
PSFs can be calculated, but they do not always consider SA and
are commonly isometric in the axial dimension. Therefore, care
must be taken when using theoretical PSFs to ensure that a
model of SA blur is included and that axial shifts are corrected.
Both open-source and commercial software are available for
performing this level of deconvolution20,21. In addition,
experimentally determined PSFs can be measured and used for
deconvolution. Experimental PSFs can be obtained by imaging
beads submerged in the sample mounting medium at various
depths under a coverslip (Fig. 4a). For relatively thin samples,
beads placed at a depth of half the sample’s thickness may
suffice. For thick samples, PSFs measured at multiple distances
may be necessary22–24.

Reporting Summary
Further information on research design is available in the
Nature Research Reporting Summary linked to this article.

Data availability
All original (raw) data are available from the authors upon
reasonable request.

Code availability
All necessary code and instructions for running the axial cor-
rection macro are provided in the Supplementary Software and
Box 1.
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Reporting Summary
Nature Research wishes to improve the reproducibility of the work that we publish. This form provides structure for consistency and transparency 
in reporting. For further information on Nature Research policies, see Authors & Referees and the Editorial Policy Checklist.

Statistics
For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.

n/a Confirmed

The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided 
Only common tests should be described solely by name; describe more complex techniques in the Methods section.

A description of all covariates tested

A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) 
AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code
Policy information about availability of computer code

Data collection ZEN Black version 2.6 (Carl Zeiss Microscopy) microscope control software was used for image acquisition. 
 

Data analysis Vision 4D version 3.1 (arivis AG), Fiji version 1.52p and Icy version 2.0.3.0 were used for image analysis

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors/reviewers. 
We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Research guidelines for submitting code & software for further information.

Data
Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable: 
- Accession codes, unique identifiers, or web links for publicly available datasets 
- A list of figures that have associated raw data 
- A description of any restrictions on data availability

All original (raw) data is available from the authors upon reasonable request.
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Life sciences study design
All studies must disclose on these points even when the disclosure is negative.

Sample size 3-5 data points were measured for each experimental condition. All data points showed little variability and closely agreed with calculated 
theoretical values. Therefore, these sample sizes were deemed sufficient. 

Data exclusions No data was excluded.

Replication All replications were successful and agreed closely to theoretical calculations. All individual data points are reported in the figures.

Randomization No statistical analysis was done to compare groups. All measurements were compared to theoretical calculations.

Blinding Blinding was not relevant as no statistical analysis was done to compare groups.

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, 
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response. 

Materials & experimental systems
n/a Involved in the study

Antibodies

Eukaryotic cell lines

Palaeontology

Animals and other organisms

Human research participants

Clinical data

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Animals and other organisms
Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research

Laboratory animals Adult C57BL/6J male mice were used

Wild animals Study did not involve wild animals

Field-collected samples Study did not include field-collected samples

Ethics oversight All experiments were conducted in accordance with procedures approved by the Institutional Animal Care and Use Committees 
of Harvard University. 

Note that full information on the approval of the study protocol must also be provided in the manuscript.



Sample Mounting Methods 
 

For reference, these are the HCBI’s suggestions on how best to mount cleared tissue samples 
for imaging.  
 
Example 1: Use for thin (<500 um) samples. (NOT FOR SOLVENT-CLEARED SAMPLES) 

 
1) Layer double-sided tape on either side of your sample until it is of equal height (each 

layer of tape is approximately 50 um thick) 
2) Place sample on slide and overlay with mountant (usually clearing solution) 
3) Place coverslip over sample and press onto tape 
4) Seal one side with nail polish, wax, super glue or epoxy (Loctite 401 works very 

well). Samples need to be imaged immediately when sealed with nailpolish). 
5) Add mountant if necessary 
6) Seal opposite side with nailpolish, wax, super glue, or epoxy 

Alternative: 35mm coverslip bottom dish mounting 
 

1) Place sample on dish 
2) If sample is likely to move, embed in a thin film of 2% low melt point agarose 

(dissolved in the mountant and melted) or add a small drop of KrazyGlue or Loctite 
401 to each side 

3) Optional – sample can also be embedded in 2% agarose and mounted on dish prior 
to final clearing step. Apply final clearing solution and clear in place before imaging. 

4) Apply mountant to keep wet 

Example 2: Use for thick (>500 um) samples (THIS IS COMPATIBLE WITH SOLVENT-
CLEARED SAMPLES) 



 
1) Cut a piece of silicon rubber (1 mm thick) approximately 1” x 1.5”. 
2) Cut a hole in the middle large enough for your sample 
3) Run a thin bead of Loctite 401 glue around the square ~ 2 mm from the inner edge. 
4) Press a microscope slide on top ensuring that there are no gaps in the Loctite seal, 

but try to prevent any Loctite from entering the sample area 
5) Place sample on slide and overlay with mountant (usually clearing solution) 
6) Place coverslip over sample and press onto silicone.  Be careful not to trap too many 

air bubbles.  Some solution will leak out, this is OK. 
7) Seal the edges of the coverslip with Loctite 401. Solvent-cleared samples should be 

imaged right away as they will oxidize and slowly go cloudy. 

Example 3: Sample mounting for microscopes with multi-view sample chambers 
 

1) Obtain or 3D print a mounting pedestal that can be attached to your rotation stage 
2) Place a small drop of KrazyGlue on the end 
3) Hold the capillary against a DRY, FLAT area of your tissue (orient the long axis of 

the tissue parallel to the capillary – see diagram) for ~30 s. 
 

 
4) Invert the sample, allow glue to dry for further 2-3 mins, prior to placing into the 

microscope. 
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